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Constructive Problems

This problems involve explicit construction of functions, or inductive
arguments.

Problem 1. Let k£ be an even positive integer. Find the number of
all functions f: Ny — Ny such that

f(f(n)) =n+k
for any n € Nj.

Solution. We have
fn+k)=f(f(f(n) = f(n) +k
and it follows by induction on m that
f(n+km)= f(n)+km

for all n,m € Ny.
Now take an arbitrary integer p, 0 < p < k—1, and let f(p) = kq+r,
where ¢ € Ny and 0 <r <k — 1. Then

p+k=f(f(p)=flkq+r)=f(r)+kq

Hence either ¢ = 0 or ¢ = 1 and therefore

either f(p) =7, f(r)=p+k or flp)=r+k, f(r)=p

In both cases we have p # r which shows that f defines a pairing of
the set A ={0,1,...,k}. Note that different functions define different
pairings of A.

Conversely, any pairing of A defines a function f: Ny — Ny with
the given property in the following way. We define f on A by setting
f(p) = r, f(r) = p+ k for any pair (p,r) of the given pairing and
f(n) = f(q) + ks for n > k + 1, where ¢ and s are respectively the
quotient and the remainder of n in the division by k.

Thus the number of the functions with the given property is equal
to that of all pairings of the set A. It is easy to see that this number
k!

is equal to ————

&/2)

Remark. The above solution shows that if £ is an odd positive
integer then there are no functions f: Ny — Ny such that

f(f(n)) =n+k

for all n € Ny. For k = 1987 this problem was given at IMO ’1987.
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Problem 2. (IMO ’1996). Find all functions f: Ny — Ny such that
fm+ f(n)) = f(f(m)) + f(n)

for all m,n € Ny.

Solution. Setting m = n = 0 gives f(0) = 0 and therefore f(f(n)) =
f(n),ie. f(n)is a fixed point of f for any n. Hence the given identity
is equivalent to

f(0) =0and f(m+ f(n)) = f(m) + f(n).

It is obvious that the zero function is a solution of the problem.
Now suppose that f(a) # 0 for some a € N and denote by b the
least fixed point of f. Then

2f(b) = f(b+ f(b)) = f(2b)

and it follows by induction that f(nb) = nb for any n € Ny. If b =1
then f(n) = n for any n € Ny and this function is also a solution of
the problem. Hence we may assume that b > 2. Let ¢ be an arbitrary
fixed point of f. Then ¢ = kb + r, where k € Ny, 0 <r < b, and we
get

kb+r=c= f(c)= f(kb+r)= f(f(kb))+ f(r) =kb+ f(r).

Thus f(r) = r and therefore r = 0 since r < b. Hence any fixed point
of f has the form kb. Now the identity f(f(i)) = f(¢) implies that
f(i) = bn; for all i, 0 < i < b, where n; € Ny and ng = 0. Thus if
n = kb+ i then f(n) = (k + n;)b. Conversely, it is easily checked that
for any fixed integers b > 2, ng = 0 and ny,ng,...,n, — 1 € Ny the

function f(n) = ([%} + nz> b has the given property.
Problem 3.Find all functions f: N — R\{0} which satisfy

SO+ @)+ 4 f(n) = fn)f(n+1)

Solution. If we try to set f(r) = cr we compute that ¢ = 3.
However the condition of the problem provides a clear recurrent relation
for f, therefore there are as many solutions as possible values for f(1).
So set f(1) = a. Then setting n = 1 in the condition we get a = af(2)
and as a # 0 we get f(2) = 1. Then setting n = 2 we get f(3) =a+ 1.
Setting n = 3 we get f(4)(a+1) =a+ 1+ (a+1)so f(4) =2 as
a+ 1= f(3) #0. Now we see a pattern: for even numbers k f(k) = £
as desired, whereas for odd numbers k£ we have an additional a, and
we can suppose that f(k) = [5] + (k mod 2)a = & + (k mod 2)(a — 1).
Let’s now prove by induction on k this hypothesis. Clearly we have to
consider two cases according to the parity of k.
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a) k = 2n. Then we have f(1)+ f(2)+...+ f(k) = f(k)f(k+1) or
Ly 4 2ap(a—Y) =nf2n+1)so 2B L pg 2 = nf(2n+1)
which gives us f(2n + 1) = n + a, as desired.

b)k = 2n + 1. This case is absolutely analogous.

Hence all desired functions are of form f(k) = [£] + (k mod 2)a for
some a. They clearly satisfy the conditions of the problem provided
that a is not a negative integer (in which f(—2a + 1) =0).

Problem 5.Find all functions f: N — N for which

PO+F@Q+. .+ () =0+ f2) +...+ f(n)

Solution. The function f(z) = = comes to the mind of everyone
who knows the identity 12423 4. . . 403 = (222 — (1424 4n)2.
We shall prove this is the only solution, proving in the meantime the
identity, too. By setting n = 1 we get f(1) = 1. If we subtract
the identity for n from the identity for n + 1 we get f3(n + 1) =
fin+1)2f(1)+2f(2)+...+2f(n)+ f(n+1)) so we get an identity of
a smaller degree: f2(n+1) =2f(1)+2f(2)+...+2f(n)+ f(n+1) (¥).
Doing the same procedure (subtracting (*) for n from (*) for n+ 1) we
get f2(n+2)— fA(n+1) = f(n+2) + f(n+ 1) and reducing we get
f(n+2)— f(n+1) = 1. It’s thus clear by induction that f(n) = n.
The verification is clear by the same induction, as we actually worked
by equivalence.

Problem 6.Find all non-decreasing functions f: Z — Z which sat-
isfy
fk)+flk+1)+...+flk+n—-1)=k
, for any k € Z, and fixed n.

Solution. Again subtracting the condition for £ from the condition
for K+ 1 we get f(k+n) = f(k)+ 1. Therefore f is determined by
its’ values on {0, 1,...,n— 1} and the relation f(k) = [£]+ f(kmodn).
As f is non-decreasing and f(n) = f(0) + 1, we see that there is a

0 < m < n—1such that f(0) = f(1) = ... = f(m), f(0)+1 =
fm+1) = ... = f(n). Now by writing the condition for k¥ = 0 we
get nf(0) + (n —m — 1) = 0 which implies m = n — 1 thus f(0) =
f(1) = ... = f(n—1) = 0. It’s now clear that f(k) = [£]. This

value clearly satisfies the condition, as it is a consequence of Hermite’s
Identity [z] + [z 4+ 1] 4+ ... 4 [z + %] = [na]. Note that we have also
proven the identity by induction during the proof.

Remark In this problem and in preceding ones, we could replace the
function f by the sequence a,, so transforming a functional equation
into a sequence problem. It can be therefore asked if this kind of
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problems are functional problems or problems on sequences? While the
answer is insignificant and is left at the mercy of the reader, sequences
in general play a very important role in many functional equations, as
we shall see in a lot of examples.

Problem 7.Find all functions f: N — R for which we have f(1) =1

and
> fld)=n
din
whenever n € N.

Solution. Again a little mathematical culture helps us: an example
of such a function is Euler’s totient function ¢. So let’s try to prove that
f = ¢&. As ¢ is multiplicative, let’s firstly show that f is multiplicative,
ie. f(mn) = f(m)f(n) whenever (m,n) = 1. We do this by induction
on m + n. Note that when one of m,n is 1 this is clearly true. Now
assume that m,n > 1, (m,n) = 1. Then the condition written for mn
gives us >y, f(d) = mn. But any d|mn can be written uniquely
as d = didy where dy|m.ds|n. If d < mn then d; + ds < m + n and
by the induction hypothesis we get f(d) = f(dida) = f(d1)f(dz) for
d < mn. Therefore mn =37,  f(d) = 340 4cmn f(d) + f(mn) =
D dsmdaln f (A1) f(d2) = f(m) f(n)+ f(mn) = Qg £(d) (g £(d) =
mn — f(m)f(n) + f(mn), so f(mn) = f(m)f(n), as desired. So it
suffices to compute f for powers of primes. Let p be a prime. Then
writing the condition for n = p* we get f(1) + f(2) + ...+ f(p*) =
p*. Subtracting this for the analogous condition for n = p**! we get
f(FY) = pPl—pk = ¢(pFth), and now the relation f = ¢ follows from
the multiplicativity. It remains to verify that }_,  ¢(d) = n. There are
many proofs of this. One of the shortest is evaluating the numbers of
subunitary (and unitary) non-zero fractions with denominator n. On
one hand, this number is clearly n. On the other hand, if we write each
fraction as ¥ in lowest terms, then |n and the number of fractions with
denominator [ is ¢(I)-the number of numbers not exceeding [ which are
coprime with [. So this number is also }_;,, ¢(d).

Problem 8.Find all functions f: N — N for which we have f(1) =1
and

Fln+1) = [F(n) +/F00) + 5]
n e N.

Solution. f(n 4 1) depends on [y/f(n) + 3]. So suppose that
/T +4] = m, thus (m—1)2 < f(n) < (m-+1)? or m?—m < f(n) <



5

m? +m, then f(n+1) = f(n) + msom? < f(n+1) <m?+2m <
(m+1)(m+2). Then [/ f(n + 1)+ 3] is either m or m+1 hence f(n+2)
is either f(n)+2mor f(n)+2m+1,som?*+m < f(n+2) < m?*+3m+1
som(m+1) < f(n+2) < (m+ 1)(m+ 2). Thus if we denote
g9(x) = [\/z+3] then g(f(n +2)) = g(f(n)) + 1. As g(f(1)) =
1,g(f(2)) = 1, we deduce that g(f(n)) = [5] by induction. Hence
fn+1) = f(n)+[2]. Then f(n+2) = f(n)+ 2]+ 52| = f(n) +n
(Hermite). So f(2k +2) = f(2k) + 2k, f(2k +1) = f(2k — 1) + 2k — 1
thus f(2k) = 2k —2)+ 2k —4)+ ... +2+ f(2) =k(k—1)+1 and
fR2k+1)=(2k—1)+ (2k—3)+...+1+ f(1) = k¥* + 1. This can be

summed up to f(n) = [2][25] + 1.

Problem 9.Find all functions f: N — N that satisfy f(1) = 2 and
fin+1) =1+ f(n) + 1+ f(n)] = [V f(n)]

Solution. As [\/1+ f(n)] = [\/f(n)] unless 1 + f(n) is a perfect

square, we deduce that f(n+1) = f(n)+1 unless f(n)+ 1 is a perfect
square, in which case f(n) + 1 is a perfect square. Thus f jumps over
the perfect squares, and f(n) is the n-th number in the list of numbers
not perfect squares. To find an explicit expression for f, assume that
f(n) = k. Then there are [Vk] perfect squares less than k so k — [v/E]
numbers which are not perfect squares. As k is the n-th number we
get k—[Vk] =nsok—Vk <n < k—+vk+1 We claim that
k=n+[y/n+3i]. Indeed n + [/n + %] is not a perfect square, for if
n+[y/n+ 3] = m? then we deduce n < m?so [y/n+ 3] <m—1son >
m?—m+1 and then [\/n+ %] > m which implies n+[\/n+3] > m?+1.
Next we have to prove that [y/n+ [y/n+ 3]] = [V/n + 1]. Indeed, if
m(m—1) <n <m(m+1) then [yn+ 3] =mson+[y/n+3] =n+m
hence m? <n+ [y/n+ 1] <m?+2mso [y/n+ [y/n+ 3]] = m and we
are finished.

Problem 10.Find all functions f: Ny — Ny that satisfy f(0) = 1
and

fn) = F(ED + I ([5)

Solution. Partition N into sets S = {a*,a* +1,... a*" —1}. We
see that if n € Sy then [2] € Sp_1,[%] € Sp_2 (for & > 2). Next we see
that if k € Sy then f(k) = 2 and if k£ € Sy then f(k) = 3. So we can
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easily prove by induction that f is constant on each Si. If we let g(k)
be the value of f on Sk, then g(k) = g(k—1) + g(k —2) for k > 2. It’s
clear now that g(k) = Fyyo where (F),)nen, is the Fibonacci sequence.
So f(n) = Fliogan)4+2 for n > 1.

Problem 11.Let f: Ny — Ny be a function such that f(0) =1 and
fn) = £(5) + 1(5))

whenever n € N. Show that f(n — 1) < f(n) if and only if n = 2*3"
for some k, h € Nj.

Solution. The solution if by induction (recall f is non-decreasing
by the same induction). The basis for n < 6 is easy to check. Now let’s
perform the induction step. For [§] and [%], the residue of n modulo 6
matters. So we distinguish 6 cases:

a) n = 6k. Then f(n) = f(2k) + f(3k) while f(n — 1) = f(2k —
1)+ f(3k—1). So f(n—1) < f(n) if and only if f(2k — 1) < f(2k) or
f(3k — 1) < f(3k) thus 2k or 3k is of form 2?37, which is equivalent to
n = 6k being of the same form.

b)n = 6k + 1. In this case n is not of form 2’3/, and f(n — 1) =
F(n) = £(2k) + (3K).

c)n = 6k + 2. Then f(n) = f(3k + 1) + f(2k) while f(n — 1) =
f(3k)+ f(2k) and f(n—1) < f(n) if and only if 3k + 1 is of form 237,
which is equivalent to n = 6k + 2 being of the same form.

dn = 6k +3. f(n) = fBk+1)+ f(2k+ 1) and f(n — 1) =
fBEk+1)+ f(2k), so f(n—1) < f(n) if and only if f(2k) < f(2k+1)
or 2k +1 = 2!3/, which is equivalent to 6k + 3 = 2037+

e)n = 6k +4. We have f(n) — f(n—1) = (fBk+2)+ f(2k+ 1)) —
(fBE+1)+ f(2k+1)) = f(3k+2) — f(3k+ 1) which is possible if and
only if 3k + 2 is of form 237, or the same condition for n = 2(3k + 2).

f)n = 6k + 5. Like in case b) we have f(n) = f(n — 1) and n is not
of the desired form, since it’s neither even nor divisible by 3.

The induction is finished.

Problem 12.Find all functions f: N — [1;00) for which we have
f2) =4
f(mn) = f(m)f(n)
fn) _ fn+1)
n — n+1l

Solution. It’s clear that g defined by g(n) = Mn) is increasing and

(
multiplicative. Therefore g(1) = 1. Also ¢g(2) = 2 and we try to prove
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that ¢ is the identity function. Indeed, assume that [ = g(k) # k. We
are done if we find such z, y that satisfy (2* — k¥)(2% —[¥) < 0 because
then the monotonicity is broken. Now as k and [ are distinct we can
find a positive integer such that the ratio between the largest of kY, (Y
and the smallest of them is greater than 2. Then there exists a power
of two between them, and taking 2% to be that power we get the desired
conclusion.

Problem 13. Find all functions f :: Z — Z that obey
f(m+n)+ f(mn —1) = f(m)f(n) +2

Solution. If f = ¢ is a constant function we get 2c = ¢ + 2 so
(c—1)2+ 1 = 0 impossible. Now set m = 0 to get f(n) + f(=1) =
f(0)f(n)+2so f(n)(1 — f(0)) =2— f(—1). As f is not constant we
get f(0) =1, f(—1) = 2. Next set m = —1 to get f(n—1)+ f(—n —
1) = 2f(n) + 2. If we replace n by —n the left-hand side does not
change therefore right-hand side does not change too so f is even. So
fln=1)+ f(n+1) = 2f(n)+2. Now we can easily prove by induction
onn > 0 that f(n) = n?+1 and the evenness of f implies f(n) = n®+1
for all n.

Problem 14. Find all functions f :: Z — Z that obey
flm+n)+ f(mn —1) = f(m)f(n)

Solution.If f = c¢ is constant we have 2¢c = ¢* so ¢ = 0,2. If f
is not constant setting m = —1 gives us f(n)(1 — f(0)) = —f(-1)
possible only for f(—1) = 0, f(0) = 1. Then set m = —1 to get
f(n—=1)+ f(—n — 1) = 0. Now set m =1 to get f(n+ 1) + f(n —
1) = f(1)f(n). This is a quadratic recurrence in f(n) with associated
equation 22 — f(1)z+1=0. If f(1) =0 we get f(n—1)+ f(n+1) =0
which implies f(n+2) = —f(n) so f(2k) = (—=1)%* f(0) = (=1), f(2k+
1) = (=1)*f(1) = 0. This function does satisfy the equation. Indeed,
if m,n are both odd then mn —m —n—-1= (m—1)(n — 1) — 2
and so m + n,mn — 1 are even integers which give different residues
mod 4 hence f(m +n)+ f(mn — 1) = 0 while f(m)f(n) =0, too. If
one of m,n is odd and the other even then m + n,mn — 1 are both
odd hence f(m +n)+ f(mn —1) = f(m)f(n) = 0. Finally if m,n
are even then f(mn —1) = 0 and we have f(m +n) = 1if 4jm —n
and —1 otherwise, and the same for f(m)f(n). If f(1) = —1 then
we get f(n) = (n — 1)mod3 — 1 for all n by induction on n. It also
satisfies the condition as we can check by looking at m,n modulo 3. If
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f(1) =2 then f(n+1)—2f(n)+ f(n—1) =0 and f(n) =n+1 by
induction on |n|. It also satisfies the condition as (m +n+ 1) + mn =
(m+1)(n+1). If f(1) =1 then we have f(n+ 1)+ f(n—1) = f(n).
So f(=2) + f(0) = F(~1) s0 f(=2) = —L Then f(~3) + f(~1) =
f(=2) so f(=3) = —1. f(=4) + f(=2) = f(=3) so f(-4) = 2.
Also f(0) + f(2) = f(1) so f(2) = 0. But then f(2) + f(—4) # 0,
contradiction. If f(1) = —2 then f(n+ 1) + f(n — 1) +2f(n) =0
and f(—2) 4+ 2f(—1) + f(0) = 0 so f(—2) = —1 and then f(—3) +
2f(=2) + f(—=1) = 0 so f(—3) = 3 and we have f(—3) + f(1) # 0,
again contradiction. Finally if f(1) # 0,1, —1,2, —2 then the equation

z? — f(1)z + 1 = 0 has two solutions HOLAVE R ”;2(1)_4, one of which is
greater than one in absolute value and one is smaller. If we solve the
recurrence we find that f(n) = er™ + ds"™ where ¢,d # 0 and without
loss of generality |r| > 1,|s| < 1. In this case we have f(n) ~ cr”
for n — oco. Then f(m +n) + f(mn — 1) = f(m)f(n) cannot hold
because the left-hand side is asymptotically equivalent to cr™ ! for
m = n — oo while the right-hand side is asymptotically equivalent to

cr™t and mn — 1 is much bigger than m + n.

Problem 15.Find all functions f: Z — Z that verify
f(f(k+1)+3)=k

Solution. Let us start by noting that f is injective, as if f(m) =
f(n) then plugging k = m — 1,n — 1 we get m = n. Therefore if we set
k= f(n) we get f(f(f(n)+1)+3)= f(n) and the injectivity implies
f(f(n)+1)+3=nor f(f(n)+1) =n—3. By plugging k =n — 3 in
the condition we get f(f(n —2)+ 3) =n — 3 and the injectivity gives
us f(n—2)+3 = f(n)+1so f(n) = f(n—2)+2. From here we deduce
that if f(0) = a, f(1) = b then f(2n) = 2n+a, f(2n +1) = 2n +b.
Also from the given condition f is surjective so a and b have distinct
parities and we encounter two cases:

a) a is even and b is odd. Plugging k = 2n we get f(f(2n+1)+3) =
2nor f2n4+b+3)=2nso2n+b+ 3+ a=2n hence a +b+ 3 = 0.
Plugging k = 2n—1 we get f(f(2n)+3) = 2n—1or f(2n+a+3) = 2n—1
so2n+a+2+b=2n—1 and again a + b+ 3 = 0. Conversely, if
a+b+3 =0 the f defined by f(2n) =2n+a,f(2n+1) =2n+10b
satisfies the condition.

b) a is odd and b is even. Then plugging k = 2n we deduce f(2n +
b+ 3) = 2nso 2n + 2b+ 2 = 2n hence b = —1 which contradicts the
evenness of b.
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To conclude, all solutions are given by f(2n) =2n+a, f(2n +1) =
2n + b where a us even, b is odd and a + b+ 3 = 0.

Problem 16. Find all functions f: N — Z verifying f(mn) =
f(m) + f(n) = f(ged(m, n))

Solution. Again we smell some dependency between f and the
prime decomposition of n. Let’s set m = p*,n = p',k < | where
p is some prime. Then f(p**) = f(p*) + f(p') — f(') = (),
so whenever t < 2k we deduce f(p') = f(p*), and from this rela-
tion we immediately get f(p*) = f(p) for any k > 0. Next consider
two coprime numbers m,n. Then f(mn) = f(m) + f(n) — f(1) and
we easily deduce the more general version f(mims...my) = f(my) +
f(mo)+...+ f(mg) — (E—1)f(1) when my, my, ..., my are pairwise co-
prime. Particularly if n = [/, pI* (p; are distinct primes) then f(n) =
S FEF) —(m—1)f(1) =37, f(pi)—(m—1)f(1). A more comfort-
able setting is obtained if we work with f(z) — f(1). Indeed, if we de-
note g(x) = f(x) — f(1) then we get f(zx) =>_ . g(p)+ f(1) where the
sum is taken over all prime divisors of n. It’s straightforward to check
that this function satisfies the condition: Tf m = [T, pF [T, ¢/, n =

5:1 rf’ Hﬁzl q;" where p;, g;, 7; are distinct primes and k;, m;, j;,n; > 0
then ged(m,n) = [[._, q;"m{m“ni} and we have f(mn) = S5, f(pi) +
S Sl@) + S fr) + S = X ) + Y+ (@) f(1) +

L fr) + 0 Fla) + (D) = (X fla) + F(1) = f(m) + f(n) -
f(ged(m, n)).

Problem 17.Find all surjective functions f: N — N such that m|n
if and only if f(m)|f(n) for any m,n € N.

Solution. f is actually a bijection, as if f(k) = f(I) for k <[ then
f(D|f(k) so |k impossible. Since 1 divides every number, f(1) = 1.
Now we also see that f(n) has as many divisors as n because f pro-
vides a bijection between the set of divisors of n and the set of divisors
of f(n). Next, let’s prove that f is multiplicative. If (m,n) = 1
then (f(m), f(n)) = 1 because if f(e) = d|(f(m), f(n)) then elm, eln
so e = 1. Hence if (m,n) = 1 then f(m)|f(mn), f(n)|f(mn) so
f(m)f(n)|f(mn). As f(m) has as many divisors as m, f(n) as many di-
visors as n and f(m), f(n) are coprime, f(m)f(n) has as many divisors
as mn, hence f(mn) = f(m)f(n) thus f is multiplicative. Now if p is
prime then f(p) must also be a prime, and the converse is also true, so
f is a bijection on the set of all prime numbers. We prove that if n is a
prime power then f(p) is a prime power of the same exponent. Indeed,
we’ve just proven the basis. Now if we have proven that f(p*) = ¢*,
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then ¢*| f(p**!) so f(p**1) = ¢**" M where M is a number coprime to
q. As f(p**1) has k + 2 divisors, we must have (k +7 + 1)t = k + 2
where t is the number of divisors of M. If ¢ > 2 then this is impossible.
Sot=1,M=1and k+7r+1=Fk+2hence f(p"*!) = ¢*! as desired.
Now using the multiplicativity of f we deduce f([]pl) =[] ¢ where
¢ = f(p;). Any f defined by this relation and by a bijection on the
set of primes clearly satisfies the relation, and so this is the form of all
solutions.

Problem 18. (ISL 2001)Find all functions f: NJ — R that satisfy

fp.q,7) =0
if pgr =0 and

f(p,q,r) = 1+é(f(p+1,q—1,7’)+f(p—1,q+1,'f’)+f(p—l,q,7’+1)+

+f(p+1aq_17r)+f(paq—{_1ar_1)+f(pvq_17r+1)>
otherwise.

Solution. It’s clear that the second most important condition com-
putes f(p,q,r) in terms of f(p+1,q—1,r) etc. and the sum of coordi-
nates remains the same: if p+¢+7r=sthen (p+1)+(¢—1)+r=s
etc. This implies that it suffices to compute f on each of the planes
p+q+r =s, as the conditions take place within this planes. Also the
fact that f(p,q,r) = 0 when pgr = 0 may suggest that f(p, q,r) = kpqr.
So let’s try to set f(p,q,r) = kpgr. Then %(f(p—l— Lg—1,7)+ f(p—
Lg+Lr)+flp—Lgr+1)+ f(p+1,q—1,7)+ f(p,g+1,r—1)+
fp,q=1r+1)—f(p,q,7) = §((p+1(g—1)r+(p—1)(g+1)r+(p+
Dg(r—=1)+(p—1q(r+1)+plg—1)(r+1)+plg+1)(r—1) = 6pqr) =
E(6pgr +2p+2q + 2r — 6pgr) = E(p+q+r) so k = e S0 we
have found a solution f(p,q,r) = 1% and we try to prove now it’s
unique. As it satisfies the condition, it suffices to show that the val-
ues of f may be deduced inductively on each (z,y, z). Indeed, we can
perform an induction on s* — (z 4+ y + z)>. When it’s zero, the con-
dition follows from the condition as two of the numbers must be zero.
Now assume we have proven the claim when the minimal number is
52 — (x +y + 2)? < k and let’s prove it when the minimal number is
s2 — (r+y+ 2)? = k+ 1. Without loss of generality * < y < z. If
x = 0 we are done otherwise set p = v — 1,9 = y,r = 2z + 1. We
see PP+ +1?) — (2 +y*+2%) =2>z—2+1) > 0 and so the
induction assumption applies to (p,q,r). Moreover it also applies for
(p—1,q+1,7), (p—1,q,7+1), (p,q—1,7+1), (p,q+1,r—1), (p+1,q+1,r)
as it’s easy to check, because the sum of squares of coordinates of each
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of these numbers equals p? + ¢* + r? plus one of 2(p — q + 1),2(q —
p+1),2(q—7r+1),2(r —q+1),2(p — r + 1), whereas the sum of
squares of coordinates of z,y,z is p* + ¢> + r* + 2(r — p+ 1) and is
clearly less than all the others, because p < ¢ < r. So the induction
assumption allows us to say f is computed on all points (p, q,r), (p —
Lgr+1),(p.g+1,r=1),(p,q—1,7+1),(p—1,q,7+1), (p+1,¢—1,7)
and writing the condition for (p, ¢, r) allows us to compute the value of
flp+1,q,7—1) = f(x,y, z). Therefore f is unique and it equals z%
when (p, q,7) # (0,0,0) and 0 when p =g =1 =0.

Problem 19.Find all functions f: Z — Z that satisfy the relation
fm4n)+ f(m)f(n) = f(mn+1)

whenever m, n are integers.

Solution. By setting m = n = 11 we get f(2) + f3(1) = f(2) so
f(1) =0. Now let m = 0 to get f(n)+ f(0)f(n) = 0. Therefore either
f(0) = —1 or f is identically zero. Excluding this trivial case we get
f(0) = —1. Now take m = —1 to get f(n—1)+ f(=1)f(n) = f(1—n)
of(n—1)— f(1—n)=—f(—=1)f(n) and we have two cases:

a) f(—1) = 0. In this case we have f(—z) = f(x). Firstly let’s try
to settle the unicity of f. Set f(2) = f(—2) = a. Then by setting
m = 2,n = —2 we compute f(3) = f(—3) =a’—1. Set m =2,n = -3
to get f(5) = f(2)f(3) = a(a®> —1). Set m = n = 2 to compute
f(4) =a®>—a*—a. Set m = 3,n = —3 to get f(8) = a' —2a%. Next by
setting m = 4,n = —4 and m = 6,n = —2 we get f(15) = f3(4) — 1=
f(6)+ £(8) f(2) which allows us to deduce that f(6) = a®*+a*—1. Next
by setting m = 2,n = 3 we get f(7) = f(5) + f(2)f(3) = 2a(a® — 1).
Also by setting m = 4,n = =2 we get f(7) = f(2) + f(2)f(4) =
a’ —a® — a®> + a. Thus we get 2a%(a*> — 1) =a'—a®>—a®>—a=0or

a(a—1)(a+1)(a—3) = 0 so we have four values for a. Next we feel that
all values of f can be determined from the value of a only. Indeed, let’s
prove by induction on |n| that f(n) is uniquely determined by f(2) =
for each n. We see this holds true for any n with |n| < 8. Now assume
this holds whenever |n| < k—1 and let’s prove it forn =k > 9 (n = —k
is the same). We seek numbers 0 < z < u < v < y withx+y = k,zy =
uv. Then applying the condition for m = z,n =y and m = u,n = v we
get flat+y)+f(@)f(y) = flay+1) = fluw+1) = flutv)+ f(u)f(v)
so f(k) = flx+y) = flu+v)+ f(u)f(v) — f(z)f(y) and we can easily
prove that u, v, z,y, u+v < k so f(k) is determined and the induction is
finished u+v < k = 24y because u+v—zr—y = (u—z)+(v—y) = u—
(T -2) = (u—x)— wolur) _ (“_xgg(f—”) < 0. Now if k = (2a+1)2°

uxr

n
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for @ > 0 then we can set x = 2°,y = 2"*lq,u = 2"+ v = 2%a. If k is
a power of 2 then either k =3p+1and z =1,y = 3p,u=3,v =p or
k=3p+2withx =2,y =3p,u=3,v=_2p.

So at most one f stems from each value of a. Surprisingly, each
of them gives one value of f, so the general set of solutions is quite
unexpected. Let’s analyze them one by one:

i) a = 0. By substituting we get f(0) = f(3) = f(6) = —1, f(1) =
f(2) = f(4) = f(5) = f(7) = f(8) = 0. We guess the solution
f(x) = —1 when z is divisible by 3 and f(z) = 0 otherwise. Indeed
it satisfies the conditions: If both m,n are divisible by 3 we get the
identity —1 +1 = 0 as 3|m + n but mn + 1 is not divisible by 3; if
one of m,n divisible by 3 and the other is not we get 0 +0 = 0 as
neither mn + 1 nor m + n are divisible; finally if both neither of m,n
is divisible by 3 the either they give the same residue mod 3, in which
m +n and mn + 1 are not divisible by 3 and we get 0 + 0 = 0 or they
give different residues mod 3 which means m + n, mn + 1 are divisible
by 3so1+0=1.

ii) a = 1. By substituting we get f(2) = f(6) = 1, f(4) = f(8) =
—1,f(1) = f(3) = f(5) = f(7) = —1 so we suppose f(4k + 2) =
1, f(4k) = —1, f(2k 4+ 1) = 0. Indeed, if m,n are both odd then m +n
and mn 4 1 give the same residue modulo 4 as mn +1 —m —n =
(m —1)(n—1) is a product of two even integers, so the equality holds.
If one of m,n is odd and the other is even then mn + 1,m + n are
both odd and again the equality holds. If both m,n are even then
either they give the same residue mod 4 in which we have the identity
—1 41 =0 or they give different residues which implies 1 + (—1) = 0,
again true.

iii) @ = —1. By substituting we get f(2) = f(4) = f(6) = f(8) =
—1Lf(1) = f@3) = f(5) = f(7) = 0 so we guess f(2k) = —1, f(2k +
1) = 0. Indeed, if at least one of m,n is odd then (mn+1)— (m+n) =
(m —1)(n — 1) is even so the identity holds true, while when they are
both even we get the true —1 +1 = 0.

iv) a = 3. We compute f(3) = 8, f(4) = 15 and so on, guessing
f(z) = 2% —1. Indeed, (m+n)?> =1+ (m*—=1)(n*> — 1) =m? +n® +
2mn — 1+ m?n? —m? —n? +1=m?n?+ 2mn = (mn + 1)

This case is exhausted.

b) f(—1) # 0. Then we have f(n) = —f("_l)]:(i(l_)("_l)). Therefore we

get f(—n) = % If we set a, = f(n) — f(—n) we observe
by subtracting the previous two results the nice recursive identity a, =

a(@p_1+ a,y1) where a = —ﬁ. We can write it as a,+1 = ba, —a,_1
where b = £ = —f(—1). Also ap = 0,a; = b. Then a; = b* a3 =
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b’ —b, ay = b*—2b%, a5 = b°—3b°+b and so on. Next f(n) = “2=1. Hence
f(2)=1,f(3) =b,f(4) =b*> -1, f(5) = b> — 2b, f(6) = b* — 3b* + 1.
Setting m = n = 2 we get f(4) + f2(2) = f(5) or 0> —1+1=10%—2b
sob? =0 —2bandasb#0wegetb>?=b+2sob=2orb=—1.

i) b = 2. In this case we can guess the identity f(z) = x —1. It holds
by induction as we prove that a, = 2n by induction (another proofs
can be obtained by using the same unicity idea that we deduced in case
a) ). Indeed f(x) = x — 1 satisfies the condition as (m+n— 1)+ (m —
Nin—=1)=mn=(mn+1)—1.

ii) b = —1. We compute that f(—1) =1, f(0) = —1, f(1) =0, f(2) =
1,f(3) = —=1,f(4) = 0,f(5) = 1,f(6) = —1. We conjecture that
fBk)=—1,fBk+1) =0, f(3k + 2) = 1. Indeed, this can be either
proven by showing inductively that bsp = 1,b3x11 = 0, b3x40 = 1, or by
using again the unicity idea after we verify that f satisfies our equation:

3|m, 3|n then we get —1+1 = 0. 3|m,3|n — 1 or 3|n,3|m — 1 then
we get 0+0 = 0. 3|m,3|n—2 or 3|n, 3|m — 2 then we get 1+ (—1) = 0.
3lm—1,3|n—1then 1+0=1. 3|m—1,3|n—2 or 3|m—2,3|n—1 then
we get 0 — 1= —1. 3|m —2,3|n — 2 then 0 + 1 = 1. All the identities
are true so this function is indeed a solution.

Concluding, we have plenty of different solutions: f(z) = 2% —
1, f(x) =2—1, f(x) = (x+1) mod 2, f(x) = x mod 3—1, f(x) = ((z+1)
mod 2)(x mod 4 + 1), f(x) = (x mod 3)? — 1.

Problem 20.Find all functions f: R\{0;1} — R satisfying

L) 202
- z2(l—x)

f@)+ f(

1l—x
for all x in the domain of f.

Solution. The condition links f(z) to f(1==) and only. Set g(x) =
1

——, h(z) = g7'(z) = 1— 1. Using the condition we can establish a de-

pendance only between f(x), f(g(x)), f(h(z)), f(9(9(x))), f(h(h(2))), ..

So we have to look at properties of g or h. We see that g(g(z)) = =% =

T

1— % = h(x) so g(g(g(x))) = z and we know f(z) + f(g(z)), f(g(x))+

flg(g(x))), f(g(g(x))) + f(z). From here we can find f(z) by solving

the linear system. We can do this manually by substituting into the

condition, and we get f(x) = ZE. It satisfies the conditions because

z—1
we worked by equivalency.

Problem 21.Find all functions f: R — R that satisfy
f(=z) = —f(z)
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for all real x;

for all real z and

for all non-zero xz.

Solution. All the conditions are in one variable: z. In this case,
some graph theory helps us understand the path to the solution. Con-
sider the reals as vertices of a graph, and connect  with x + 1, —z, %
The conditions link two values of the function in two vertices joined by
an edge. So if we pick up a zg, we can deduce from f(xq) the values of
f on C where C' is the set of numbers connected to xy by some chain
of edges. Now we can get a contradiction if and only if there is a cycle
somewhere. So finding a cycle would impose a condition on f(zy) and
maybe would exactly find the value of f(zg). So let’s try to Construct

such a cycle for any x. After some tries we see x — v+ 1 — ? —
T z+1 1 1

—h 1_1_—&-1:1_-&-1_)1 S —+11+‘—>;—>33- Sfltﬂ) y.

Thenf($+ )_y+1f(3;+1): my_|_127.f< x+1)_ (acy—i——l)Q’f(acL—l—l):

SRS, f(EE) = SR (L) = 2oV f(a) = 20—y Soy = 2w —y
thus y = x. Note that we need to have z # 0, —1 in order not to divide
by zero. This is no problem for us, as f(0) + 1 = f(1) and we know
that f(1) =1so f(0) =0, also f(—1) = —f(1) = 1 hence f(x) =« for

all x, and it satisfies the condition.

Problem 22.Let f be an increasing function on R such that f(x +

1) = f(2) + 1. Show that the limit lim,,_,. £ ”75 2) exists and is indepen-
dent of x, where f,, is f iterated n times.

Solution. The clear properties of the function are that if z < y
thereis a k = [y — x| such that v+ k <y < x+k+1 hence f(z)+k <
fly) < fle)+k+1sok < fly) — f(x) < k+ 1 hence y — x —
1 < fly) — f(x) < y—x+ 1 It’'s easier to set the independence.
Indeed if for a fixed zy we have limn_,oo@ = a then if [z — x¢] = k

we have [f(x) — f(zo)] = k from the above result and by induction
[fu(2) = fulzo)] = k thus | f,(x) — fu(xo)| < |k| + 1 is bounded, hence
lim,, oo M =0 so lim,,_ fn(@) lim,, oo f"f‘)) = q.

Now let’s prove that the limit exists for some fixed x, say = = 0.
Let a; = f;(0),. Then we have proven above that [fx(z ) fry)] =
[z — y], particularly [fr(a;) — fx(0)] = [a; — 0] hence [a;1r — ax] = [a;
so ar +a; — 1 < ajy < ap + a; + 1. Now we prove that <* converges.
Indeed, if n = km + r then we can deduce ma, +a, —m—1 < a, <
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may + a +m + 1 so = + 5 +1
hence *— %k + 2= —%—k% <@ < "*r%—l—ﬁ—i- —i—kQ Now choosmgn
sufﬁmently big such that ]ar| <7 ﬂm’“‘ <gforallr=0,1,2,...,k—1
we ensure that |92 — 2| < 2 hence all fn startlng from some posn:ion
on belong to a closed interval I}, of length less than %. The intervals
Je = I I2()--. () Ix have non-empty intersection for all k& because
infinitely many ¢* belong to them, however their length tends to 0 and
Ji C Jr_1 hence their intersection is a single point, which then should

be the limit of our sequence.

_%_1<an_

Problem 23. Find all functions f: QT — Q" that satisfy
1
fla)+ (=) =

and f(1+ 2x) = f(x) for all z in the domain of f.

Solution. Let’s firstly try to guess the function. It’s natural to

suppose f(z) = “Hb The condition f(z)+ f(+) = 1 now translates as

(az+b) 4 bota _ and we conclude that ¢ = d. We can assumec=d =1

(cx+d) ' dax+c

api by
otherwise divide a,b by ¢ to see % = x—j:l Next we need to have
af—ﬁ + bf% = 1 which is possible for a + b = 1. Now the condition
f(1+42z) = @ means a(12+2f2)+b = 5t or a(l 4 22) +b = ar + b
a = 0 hence f(x) = ? which satlsﬁes the conditions. Indeed, if we set

z =1weget 2f(1) = 1so f(z) = 3. The hint here is that all the values
of f are positive. So we try to prove that if f(z) # H—Lx then some of
values of f should be negative Indeed, set g(z) = f(z) — ﬁ Then
9(2) = —g(),g(1+2z) = L2 As g(2) + 1> g(z) + 5 = f(x) > 0
we see that g(x) > —1 and as g( ) = —g(%) we deduce g(z) < —1 so
lg(z)] < 1. Now the second condition can be rewritten as g(*3*) =
2¢(z) for z > 1. Now if g(x) = a # 0 we find by induction the numbers
x, such that |g(x,)| = 2"a. We set xy = x. Now assume we found
zy. Then zj, # 1 as g(1) = 0. If 2, > 1 then g(*%5+) = 2g(z),) and
=l If 25, < 1 then i = 1,g(i) = —g(xy) therefore

we set Tpy = 5
L
9(5—) = —2g(xx) and we set x4, = “5—. Then if we find k such

that 2¥|a] > 1 we obtain a contradiction. Thus g(z) = 0 for all z and

f@) = 77

Problem 24.(China)Find all functions f: [1,00) — [1,00) given
that

flx) <2(1 +x)
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and
rf(r+1) = f(z) -1

for all  in the range of f.

Solution. We can guess the solution f(z) = = 4+ 1 and now we
try to prove this is the only. As in many other situations we assume
that f(xo) # xo + 1 and try to obtain a z such that f(z) < 1 or
f(x) > 2(1+x). Indeed, we observe that xf(x+1) = f?(x) — 1 can be

2
: -1
interpreted as a recurrence on a,, = f(n+zg) by a,11 = leo

_ an _ (ntl4x0)202-1 _ 39 b2 —1
now bn = it Then bn—i—l = m == bn ‘l— m. If

now by > 1 then we prove by induction that b, > 1 and then b, > b?

which implies that b,, > 2 for some n hence f(n+ xo) > 2(1+n + zy),

contradiction. If by < 1 then we prove by induction that b, < 1 and
1 1 n+1+4mg

therefore b, < b2 s0 b, < b3 so ;- > (%)2". However 7~ = B Liag

n+1+z+0andasby < 1, (%)Qn > n+ 1+ x( contradiction. So by = 1
hence f(xg) = xo+ 1. As xy was picked up at random, f(z) =z + 1.

Another solution is as follows:
We have

f@)=vVefle+ 1) +1< 22z +2)+1<V2x+1)
and it follows by induction that
flz) <27 (z + 1)

foralln € N. Hence f(z) > x+1 which shows that f(z) = z+1. It is
easy to check that this function satisfies the conditions of the problem.

. Consider

Problem 25. Find all functions f :: Ny — R that satisfy f(4) =

£2)+ 2£(1)
1(5)- (o =s(5)-r(%)

Solution. f(z) = cx clearly satisfy the condition. Set f(1) =
a and f(2) = b. It’s natural to try to prove that b = 2a. To do
this, we have to compute some values of f. If S = {(})[n € N} =
{0,1,3,6,10,15,21,28,...,} then f(z —y) = f(x) — f(y) for z,y € S.
Now we can find f(3) = f(2) + f(1) = a+b, f(4) = 2a+ b, f(6) =
2f(3) = 3(a+1b), f(5) = f(6) — f(1) = a+2b, f(10) = f(6) + f(4) =
4a+3b, f(7) = f(10) — f(3) = 3a+ 2b. If we continue like this, we will
not find a contradiction, a fact that leads us to the conclusion that there

forn >m
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are more functions that satisfy the condition. If we look attentively at
the list of computed value, we see that f(3k) = k(a+b), f(3k + 1) =
(k+1)a+ kb, f(3k +2) = ka+ (k+1)b so we are led to looking at the
residues of n modulo 3, and find another example g(z) = x mod 3 where
we set 2 mod 3 = —1. It satisfies the conclusion because S does not
contain numbers congruent to 2 modulo 3. So f(z) = cx + dg(x) also
satisfies the conclusion. Now we can try to prove that this are the only
solutions. Let ¢ = %5 d = @, and let h(z) = f(z) — cx —dg(z). It
satisfies the conclusion and also h(1) = h(2) = h(3) = ... = h(7) = 0.
We need to prove that h(z) = 0 for all z. We do this by induction
on z. Suppose that we have f(z) = 0 for all z = 1,2,...,n and let’s

prove that f(n + 1) = 0. Firstly, as (m;q) — (7;) = m we deduce that

f((’;)) = (0 for £k < n+ 1, and we need to prove that f(("f)) = 0.

It could be done if we would find k,z,y < n 4+ 1 such that (";2) —

(”J“g*k) = ("’2“”) — (g) then we are done. This relation is equivalent to
k2n+3—k)=(r—y)(zr+y—1). Now let’s find a k£ < 3 such that
3[2n 4+ 3 — k. Then k(2n + 3 — k) = 3k(242=%) and 3k, 2£3=F have
opposite parities, hence we can set 2z = w + 3k, 2y = 3=k
We only need to verify that z,y < n-+1 (we could also have y < 0 but
then (g) = (_3’2“) so there is no problem here) which is equivalent to
2n44 > 2=k 4 3k or 6n4-12 > 2n+8k+3 or 4n+9 > 8k. As k <3
this is satisfied when n > 4. Since we have already f(1), f(2), f(3), f(4)

zero, we are done.

Problem 26. Find all continuous functions f :: R — R that satisfy
f1+2?%) = f(z)

Solution. Set g(z) = 1 + 22, As g is even we see that f(z) =
f(g(x)) = f(—=x) so f is even thus we need to find f only on [0; c0).
Now we know that f(gr(z)) = f(x). Also g(z) is increasing and g(z) >
ras1l+2> >z forz >0 Setz =0 toget f(0) = f(1). Nest
set z, = gx(0) so that g = 0,2; = 1. Then g maps [z)_1; ;] into
[2k; Tp41] 8O gx maps [0; 1] into [zx; xk+1]. As g(x) > 0 is increasing and
g(x) > 1 we cannot establish any condition between f(x) and f(y) for
0 < x <y < 1 because we cannot link z and y by operating with g: if
gr(x) = gi(y) then as gi(x) € (xg; xr41); gi(y) € (215 2141) We conclude
k =1 and by injectivity = y. Thus we may construct f as follows:
define f a continuous function on [0;1] with f(0) = f(1) and extend
f to Rt by setting f(gr(z)) = f(x) and f(—z) = —f(z). Indeed f
satisfies f(1+2?%) = f(z). Moreover it’s continuous: the graphs of f on
[z1; x4 1] are continuous as they are the composition of the continuous
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functions f on [0;1] and g;' on [xg;2k41]. As f(z) = f(zre1) the
continuous graphs of f on intervals [z; 2x1] unite to form a continuous
curve, and reflecting it with respect to the y axis we get the continuous
graph of f.

Exercises

Problem 27.Find all functions f: N — R which satisfy f(1) # 0
and

PO+ 2@2) +. 4 f2(n) = f(n) f(n+1)

Problem 28.Find all functions f: N — R for which f(1) =1 and

> fd)=0

dn

whenever n > 2.

Problem 29.Find all functions f: N — N that satisfy f(0) = 0
and

fn) =1+ £()
forallmn € N.

Problem 30. Let k € Z. Find all functions f: Z — Z that satisfy
fm+n)+ f(mn —1) = f(m)f(n) +k

Problem 31. Find all functions f: Z — Z that satisfy
f(m+mn)+ f(mn) = f(m)f(n) +1

Problem 32.Find all functions f: Z — R satisfying
f@® + 0 + &%) = fa®) + f(0) + f(c)

whenever a,b,c € Z.

Problem 33. Let f be a strictly increasing function on N with the
property that f(f(n)) = 3n. Find f(2007).

Problem 34. Find all functions f: N — N satisfying
flm+ f(n)) =n+ f(m+k)
for m,n € N where k € N is fixed.
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Problem 35. Let f,g: Ny — Ny that satisfy the following three
conditions:

i) f(1) > 0,9(1) > 0;

ii) f(g(n)) = g(f(n))

i) f(m? + g(n)) = f(m) + g(n);
iv) g(m? + f(n)) = g*(m) + f(n).
Prove that f(n) = g(n) = n.

Problem 36.Find all functions f :: @7 — QT that satisfy f(x) +
f(2)=Tand f(f(x)) = L.

Binary (and other) bases

Problem 37.Find all functions f: Ny — Ny such that f(0) = 0 and
f@n+1)=f2n)+1=f(n)+1
for any n € Nj.

Solution. The statement suggests that we look at the binary expan-
sionof f. As f(2n+1) = f(n)+1 and f(2n) = f(n) it’s straightforward
to observe and check that f(n) is the number of ones (or the sum of
digits) of the binary representation of n.

Problem 38. (China)Find all functions f: N — N for which f(1) =
1, f(2n) < 6f(n) and

3f(n)f(2n+1) = f(2n)(3f(n) +1)

Solution. Rewrite the main condition as £ ;2(7;:)1) = 31;(&3:;17 or
f(Z"’}gg)f(Q") = 3f1(n). Thus f(2n+1)—f(2n) > 0 and 3f(n)(f(2n+1)—

f(2n)) = f(2n). As f(2n) < 6f(n) we deduce f(2n + 1) — f(2n) < 2
thus the only possibility is f(2n + 1) — f(2n) = 1 and f(2n) = 3f(n).
We have already encountered this problem, whose solution is: f(n) is
the number obtained by writing n in base 2 and reading the result in
base 3.

Problem 39. (ISL 2000) The function f on the non-negative inte-
gers takes non-negative integer values and satisfies f(4n) = f(2n) +
fn),fAn+2) = f(4n) + 1, f(2n+ 1) = f(2n) + 1 for all n. Show
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that the number of non-negative integers n such that f(4n) = f(3n)
and n < 2™ is f(2mT1).

Solution. The condition suggests us look at the binary decomposi-
tion of n. Firstly as f(4n) = f(2n) + f(n) we can easily deduce that
f(2%) = Fyy1, where (F),)nen is the Fibonacci sequence. Indeed, set-
ting n = 0 we get f(0) = 0 thus f(1) =1, f(2) = 1. Now the conditions
flAn+2)= f(4n)+1 = f(4n) +2, f(2n+1) = f(2n) + 1 may suggest
some sort of additivity for f, at least f(a +b) = f(a) + f(b) when a
do not share digits in base 2. And this is indeed the case if we look
at some small particular values of f. So we conjecture this assertion,
which would mean that f(n) is actually n transferred from base 2 into
"Fibonacci base”, i.e. f(bp2*+.. . 4+bg) = bpFyi1+...+bo. This is easily
accomplished by induction on n: if n = 4k then f(n) = f(2k)+ f(k), if
n = 2k+1then f(n) = f(2k)+1 and if n = 4k+2 then f(n) = f(4k)+1
and the verification is direct.

Now as we found f, let’s turn to the final question. It asks when
f(4n) = f(3n). Actually f should be some sort of increasing function,
so we could suppose f(3n) < f(4n). Indeed this holds true if we check
some particular cases, with equality sometimes. Now what connects
4n and 3n? The condition says us that f(4n) = f(2n) + f(n) but we
have 3n = 2n +n. So we can suppose that f(a+0) < f(a) + f(b) and
look for equality cases.

We work of course in binary. The addition of two binary numbers
can be thought of as adding their corresponding digits pairwise, and
then repeating a number of times the following operation: if we have
reached a 2 in some position, replace it by a zero and add a 1 to the
next position. (Note that we will never have digits greater than two
if we eliminate the 2 at the highest level at each step). For example
3+9 =11,+10015 = 10125 and then we remove the 2 to get 1020, and
again to get 1100, = 10 so 3 + 7 = 10. We can extend f to sequences
of 0’s, I’s and 2;s by setting f(b,...,bo) = bpFrr1 +bp_1Fx+ ...+ bo.
Then we can see that if S is the sequence obtained by adding a and b
componentwise (as vectors), then f(s) = f(a) + f(b). And we need to
prove that the operation of removing a 2 does not increase f. Indeed,
if we remove a 2 from position £ and add a 1 to position k& + 1 the f
changes by Fjio — 2F},1. This value is never positive and is actually
zero only for £ = 0. So f indeed is not increased by this operation
(which guarantees the claim that f(a+0b) < f(a)+ f(b)), and moreover
it is not decreased by it only if the operation consists of removing the 2
at the units position. So f(a+0b) = f(a)+ f(b) if and only if by adding
them componentwise we either reach no transfer of unity, or have only
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one transfer at the lowest level. Hence f(4n) = f(3n) if and only if
adding 2n + n we can reach at most a transfer at the lowest level. But
it cannot occur as the last digit of 2n is 0. So f(4n) = f(3n) if and
only if by adding 2n and n we have no transfer i.e. 2n and n don’t
share a unity digit in the same position. But as the digits of 2n are just
the digits of n shifted one position, this is possible if and only if n has
no two consecutive unities in its binary representation. So we need to
prove that there are exactly f(2™*!) = F,,,» such numbers less than
2™, Let g(m) be this numbers. Then g(0) = 1, ¢(1) = 2. Now note that
if n is such a number and n > 2™~ ! then n = 2™ ' 4+n/ where n’ < 22
(as it cannot have a unity in position m — 1 that would conflict with
the leading unity), so we have g(m — 2) possibilities for this case. For
n < 2™~ we have g(m—1) possibilities. So g(m) = g(m—1)+g(m—2)
and an induction finishes the problem.
Exercises

Problem 40. (Iberoamerican)Find all functions f: N — R for
which f(1) =1 and
f@n+1)=f(2n)+1=3f(n)+1
neN.

Problem 41. (IMO 1978)Find all functions f: N — N that satisfy
F(1)=1,f(3) =3 and
f(2n) = f(n)
fldn+1)=2f(2n+1) — f(n)
fAn+3)=3f2n+1) —2f(n)
for any n € N.

Constructing functions by iterations

There is a class of functional equations, most of them on N, like
f(f(z)) = g(x). They can be solved by constructing the ”orbits” of z:
O(z) = (z,9(x),9(g(z),...)) and investigating the relations determined
by f on this orbits. This type of equations will be exemplified here.

Problem 42. Show that there are infinitely many odd functions
g: Z — Z for which g(g(k)) = —k,k € Z.

Solution. We may set g(0) = 0. Then Z \ {0} can be divided into
an infinite number of pairs (a;, —ay), (az, —as), ... where ay,as,. .., is
some enumeration of N. We can then set g(as) = agki1, g(agki1) =
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—asy, §(—aox) = —asps1, g(—asks1) = ag and check that the condition
is verified.

Problem 43.Find all functions f: N — N that verify
f(f(n)) = an

for some fixed a € N.

Solution. If @ = 1 then f(f(z)) so f is an involution and is obtained
by paring all the natural numbers into pairs and mapping one element
of a pair into another. Next, suppose a > 1. If f(z) = y then f(y) =
ax, f(ax) = f(f(y)) = ay and we prove by induction on k the following
statement: (*) f(a*z) = a*y, f(a*y) = a**'z. Let S be the set of all
numbers not divisible by a. Every natural number can be represented
uniquely as a*b where b € S. Now let s € S and f(s) = a*t where
t € S. If we set u = f(t) then using (*) we get f(a*t) = a*u. But
f(akt) = f(f(s)) = as therefore a*u = as so as s is divisible by u we get
either k = 1,u = sor k = 0,u = as. In the first case f(t) = s, f(s) = at
and in the second case f(s) =t, f(t) = as. In any case, f maps one
of s, t into another. Therefore S separates into pairs (x,y) that satisfy
f(x) =y, f(y) = x, hence by (*) f(a"z) = a¥y, f(a*y) = "'z, Tt’s
clear that all such functions satisfy our requirements.

Problem 44. (Romanian TST 1991) Let n > 2 be a positive integer,
a,b € Z, a ¢ {0,1}. Show that there exist infinitely many functions
f:Z — Z such that f,(z) = ax+b for all x € Z, where f,, is the n-th
iterate of f. Show that for a = 1 there exist b such that f,(x) = ax+b
has no solutions.

Solution. The second part of the problem is already known for us
when n = 2, n is odd, and the procedure is the same. If b = n — 1
and we let a; = fi(0) (@j4n = a; + b), then for some 0 < i < j <
n we have a; = a; (mod n), thus a; = a; + hb, hence a;1p, = ay,
and thus @, pn4i—; = a, for all sufficiently big r, which in turn as
hn+i—j # 0 imply @, n(hnti—j) = ar which contradicts the conclusion
that a,n(nti—j) = ar +b(hn + i — j). Actually with one more effort
one can prove that f exists if and only if nl|b.

Now let’s turn to the first part, which seems more challenging but
bear also some similarity to the simpler case a = 1,n = 2. Let g(z) =
ax+b. Firstly consider the case a # —1 (it is special because g(g(z)) =
x in this case, whereas in the general case |g,(z)| tends to infinity for
almost all z). We see that g,(z) = a"(z — -25) + -5, Particularly
this guarantees our claim that |g,(z)| tends to infinity for almost all

x, particularly for all x except maybe z = % (if it’s an integer).
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Now call C(x) = {z,g(x), g2(x), ..., gn(z),...} the chain generated by
x and call a chain maximal if it is not a proper subchain of another
chain (to put it otherwise, if z # g(y) for some y € Z). We claim
that maximal chains constitute a partition of N \ {—-%}. Indeed,

firstly pick up a number n # —-2-. Then n = g,(m) is equivalent to
n=a"(m+-)— -2, or (a—1)n+b=da*((a—1)m+b). So take k be

a—1"

the greatest power of a dividing (a—1)n+b and let s = W Then
s is not divisible by a and moreover s — b is divisible by a — 1. Hence

if we set m = 2:1{ + b then m is an integer and the equation g(t) = m
has no solutions in N (because otherwise at =m — b = as:l{ so s —bis

divisible by a). So C(m) is the desired maximal chain. Next, let’s prove
that two distinct maximal chains do not intersect. If C(z) and C(y)
intersect for z # y then g,,(z) = g,(y) for some m # n. Without loss of
generality m > n. Then as ¢ is invertible on R we deduce g, (z) =y
hence C'(y) C C(z) contradicting the fact that C(y) is a maximal chain.
Now consider all the maximal chains (there are infinitely many of them
since every element z such that the equation ¢g(y) = x has no solutions
in N generates such a chain). We can group then into n-uples. Now we
define f on each of the n-uples. Let (C(x1),C(z2),...,C(x,)) be such
an n-uple. Then we define f(gx(x;)) = gr(xiy1) fori=1,2,...,n—1
and f(gi(zn)) = grr1(z1). Define also f(—-25) = —=2=. f is seen to
satisfy our requirements.

Let’s investigate now the case a = 1. In this case, N \ {2} splits into
infinitely many disjoint pairs (x,y) with z+y = b. Again we can group
the pairs into n-uples and define f on each n-uple (z1,v1), ..., (Zn, Yn)
as f(v;)) = iyr, f(yi) = yiyr for i = 1,2,...,n — 1 and f(x,) =
y1, f(yn) = 1. Define f(g) = g if necessary. Again we see that f
satisfies the conditions.

Finally in both cases as we can group the chains or the pairs into n-
uples in infinitely many ways, we have infinitely many such functions.
It can be also proven that all functions with the desired property are
of form we found.

Exercises

Problem 45. Let n € N. Find all continuous f: R — R that
satisfy f,(x) = —z where f,, is the n-th iterate of f.

Problem 46.Show that there exist functions f: N — N such that
f(f(n)) =n*neN
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Problem 47.Let f: N — N ne a function satisfying
F(F(n)) = 4n —3

and

fEmy =2 o1
Find f(1993). Can we find explicitly the value of f(2007)? What
values can f(1997) take?

Approximating with linear functions

There are some weird functional equations on N that seem untouch-
able. But sometimes we can prove that they are unique. In this case
guessing the function would be very helpful, and very often, the so-
lutions are linear, thus it’s natural to try f(x) = cx. But sometimes
¢ can be rational or even irrational, and we can have formulae like
f(z) = [cx]. To overpass this difficulty, we write f(z) ~ cx meaning
that |f(xz) — cz| is bounded. Now we can guess ¢ from the condition
and then look at some initial case to guess the exact formula. The
examples are given below.

Problem 48.Find all increasing functions f: N — N such that the
only natural numbers who are not in the image of f are those of form

f(n)+ f(n+1),n € N.

Solution. Firstly, let’s assume f(x) ~ cz. Let’s compute the ef-
fective value of c. If f(n) = m then there are exactly m — n natural
numbers up to m that are not values of f. Therefore we conclude that
they are exactly f(1) + f(2),...,f(m —n) + f(m —n + 1). Hence
fm—=n)+ fm—n+1) <m < flm—n+1)+ f(m—n+ 2).
Now as f(x) ~ cx we conclude m ~ cn so we get 2¢(m —n) ~ m or
2¢(c — 1)n ~ cn which means 2¢ —2 =1 so ¢ = 3. Hence we make the
assumption that f(z) = [%x +a] for some a. Let’s search for a. Clearly
f(1) =1, f(2) = 2 as 1,2 must necessarily belong to I'mf. Then 3
does not belong to Imf hence f(3) > 4 so f(2) + f(3) > 6. Thus
4 belongs to Imf and f(3) = 4. We continue to f(4) = 5,f(5) =7
and so on. So [2 +a] = 1,[3 + a] = 2 which implies a € [—3;0).
And we see that for any a,b in this interval, [3z + a] = [3z +b]. So
we can assume ¢ = —3 and infer f(n) = [2%-1], and try to prove it.

2
Firstly we wish to show that [3"—2_1] satisfies the conditions. Indeed,

[B2=l] + [3(";1)] =[] + 14 [%] = 3n + 1 by Hermite’s Idengityl,

and we need to prove that the only numbers that are not of form -
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are those that give residue 1 to division by 3. Indeed, if n = 2k then
[32-1] = 3k — 1 and if n = 2k + 1 then [2.-!] = 3k, and the conclusion
is straightforward.

The fact that f(n) = [25-1] stems now from the inductive assertion
that f is unique. Indeed, if we have determined f(1), f(2),..., f(n—1)
then we have determined all f(1)+f(2), f(2)+f(3),..., f(n—2)+f(n—
1). Then f(n) must be the least number which is greater than f(n—1)
and not among f(1)+ f(2), f(2)+ f(3),..., f(n—2)+ f(n—1). This is
because if m is this number and f(n) # m then f(n) > m and then m
does not belong neither to Im(f) nor to the set { f(n)+f(n+1)|n € N},
contradiction. Hence f(n) is computed uniquely from the previous

values of f and thus f is unique.

Problem 49.(IMO 1979)Find all increasing functions f: N — N
with the property that all natural numbers which are not in the image
of f are those of form f(f(n))+ 1,n € N.

Solution. Again f is unique. If f(x) ~ cx then we conclude that
m ~ c*(m —n) where m = f(n)soc=c*(c—1)orc?—c—1=0
SO ¢ = %g ~ 1.618, the positive root of the quadratic equation. So
we try to set f(z) = [cx + d] for some constant d. Now we compute
f) =1, f(2) =3, f(3) =4, f(4) =6, f(5) = 8, and we can try to
put d = 0, so f(n) = [cn]. Let’s prove that it satisfies the hypothesis.
If f(n) =mthenm < en <m+1so2 <n < 2H Asl =
c—1weget (c—1)m<n<(c—1)(m+1)and somisin Im(f) if
an only if the interval (¢cm;em + ¢ — 1) contains an integer which is
equivalent to the fact that {em} > 2 —c. And if f(f(n)) +1 =m
then [c[en]] = m — 1 so [en] € ((m — 1)(c — 1);m(c — 1)) so n €
(m—=1)(c—=1)%m(c—1)*+(c—1)) = ((2—c)m+c—2; (2—c)m+c—1), so
n=/[2-—c)m+c—1] = 2m—[c(m—1)]—2. Therefore m = f(f(n))+1
if and only if the number n = 2m — [¢(m — 1)] — 2 satisfies the condition
f(f(n))+1=m. Set u={c(m—1)}. Thenn = (2—c)m+c—2+uso
f(n)=c(2—c)m+cu—2c+c*] = [(c—1)m+cu—c+1] = [(c—1)(m—
D+cul =ctm—1)—m+14+cul =c(m—1)—m+1+cu—{u(c+1)}.
Set s = {u(c+1)}. Then f(f(n)) = [c(c—1)(m—1)+cFu—cs| = [m—
I+ (c+1Du—cs]. So f(f(n))+1=mifand only if 0 < (c+1)u—cs < 1.
If t =u(c+1) € (0;1+ ¢) this is equivalent to t — ¢{t} € (0;1). When
t < 1 this is false as the requested value is negative. When 1 <t < 2 we
havet—c{t} =t—c(t—1) =c—(c—1)t € (0;1). Whent > 2t—c{t} =
t—c(t—2)=2c—(c—1)t >2c—(c—1)(c+1)=2c—A+1=c>1. So

our condition is equivalent to ¢t € (1;2) or u € (H7; 27) = (2—¢;4—2¢)
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so {em —c} € (2 —¢;4 —2¢) or {em} € {0;2 — ¢} So this condition is
equivalent to {em} < 2 —c.
Thus we see that the condition m = f(n) is equivalent to {em} >
2 — ¢ and the condition m = f(f(n))+1 is equivalent to {em} < 2 —c.
So these two conditions are complementary and the proof is finished.
Exercises

Problem 50.Find all increasing functions f: N — N such that the
only natural numbers who are not in the image of f are those of form
2n+ f(n),n € N.

Problem 51.Find all functions f: N — N such that

f(f(n))+f(n+1):n+2
for n € N.

Problem 52. Find all functions f :: N — N that satisfy f(1) =1
and f(n+1) = f(n)+21if f(f(n) —n+1)=n, f(n+1) = f(n)+1

otherwise.

Extremal element method

Problem 53.Find all bijections
f,g,h: N - N

for which
F2(n) + g*(n) + h*(n) = 3ng(n)h(n)
whenever n € N.

Solution. f = g = h satisfies the condition. Next, by AM-GM
we have f3(n) + ¢*(n) + h*(n) => 3f(n)g(n)h(n) with equality if and
only if f(n) = g(n) = h(n). Therefore f(n) > n with equality if and
only if f(n) = g(n) = h(n) = n. The problem now follows clearly from
the fact that f is a bijection: if f(a) = 1 then 1 > a so a = 1 and
then equality holds so f(1) = ¢(1) = h(1) = 1. We then proceed by
induction: if we have shown that f(k) = g(k) = h(k) = k for k <n
then if f(m) = n + 1 then n + 1 < m (all numbers less than m are
already occupied) but from the other side n + 1 > m hence equality
holds and then we have f(n+1) = g(n+1) = h(n+1) =n+1, as
desired.
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Problem 54. Find all functions f: N — N such that

f(f(f(n) + f(f(n)) + f(n) = 3n
foralln € N.

Solution. We shall show by induction that f(n) =n foralln € N.
We have

SO+ F(fQ) + f(1) =3
and therefore

fOUFfF) = F(fQQ) = f(1) = L.
Suppose that f(k) =k for all k£ < n. It follows by the given condition
that the function f is injective. This implies that f(m) > n for m > n.
Hence

fin+1)>n+1, f(f(n+1)>f(n+1)>n+1

and

f(f(f(n+1))) > f(n+1) >n+ 1
Summing up gives
FUfn+D))+ f(f(n+ 1)+ fln+1) > 3(n+1).
On the other hand we have that

FUn+D))+ f(f(n+ 1)+ fn+1)=3(n+1)
and

FUFn+0) =f(fn+ D)= fln+1)=n+L

Hence it follows by induction that

f(n)=n
foralln € N.

Problem 55.(Ukraine) Find all functions f : Z — Ny for which we
have

6f(k+3)—3f(k+2)—2f(k+1)— f(k)=0

Solution. This looks like a recurrence relation, but it’s not! Indeed,
the first inconvenience is that we have f defined on Z, not on N, so
computing f inductively would lead to induction in both directions,
and the second is the 6 before f(k + 3) which implies that if we would
try to compute f inductively, we could obtain non-integer numbers.
That’s why we must use another idea. As surprisingly the range of
fisin N (not in Z like usually when functions are defined on 7),
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we might try to use some of the properties of N that distinguish it
from Z. A first that comes to our mind is that N contains a minimal
element, and indeed as 6 = 1 + 2 + 3 this is the best idea. So let a =
min{Imf}, f(x) = a. Then writing the conditions for k = x — 3 we get
6a =3f(x—1)+2f(x—2)+ f(x) > 3a+2a+a = 6a. So equalities hold
everywhere thus f(x—1) = f(z—2) = f(x—3) = a. A straightforward
induction now shows that f(y) = a whenever y < z. Another simple
induction using the recurrence relation shows that f(y) = a for y > x
(the conditions written for k = x — 2 gives us f(x + 1) = a and so on).
It’s clear that constant functions satisfy our claim.

Exercises

Problem 56. (IMO '1977). Let f: N — N be a function such that
f(n+1)> f(f(n)) for alln € N. Show that f(n) =nforalln € N.
Problem 57. (BMO ’2002) Find all functions f: N — N such that

2n + 2001 < f(f(n)) + f(n) < 2n + 2002
foralln € N.

Multiplicative Cauchy Equation

Problem 58. (IMO ’1990) Construct a function f: @t — Q% such
that

yf(@f(y)) = f(z)
for all z,y € Q.

Solution. Let f be a function with the given properties. Then
setting x = 1 gives yf(f(y)) = f(1). Hence the function f is injective
and from f(f(1)) = f(1) we get f(1) =1. Thus

yf(f(y) =1. (1)
Now replacing x by zy and y by f(y) in the given identity gives
flzy) = f(2)f(y). (2)

Conversely, it is easy to check that any function f: QT — Q7 satis-
fying (1) and (2) satisfies the given condition as well.
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It follows by (2) that 1 = f(1) = f(y)f (5) and using (2) again we

get that f (E) = @ This shows that if the function f is defined
Y

f()

on the set P of the prime numbers then it has a unique continuation
on QT given by: f(1) = 1; if n > 2 is an integer and n = p* ... p**
is its canonical representation as a product of primes then f(n) =

. m m
F0) (P ()7 =" € QF then £(r) = 0. 1
moreover f satisfies (1) for all p € P then one checks easily that (1)
and (2) are satisfied for all z,y € Q7.
Hence we have to construct a function f: P — Q% which satisfies
(1). To this end let p; < py < ... be the sequence of prime numbers.

Set f(pan—1) = pan and f(pan) =

for all n > 1. Then it is obvious
Pan—1

1
that f(f(p)) = — for all p € P, i.e. the identity (1) is satisfied.
p

Problem 59. (IMO ’1998) Consider all functions f: N — N such
that
f(n*f(m)) = mf*(n)
for all m,n € N. Find the least possible value of f(1998).

Solution. Let f be an arbitrary function satisfying the given con-
dition. Set f(1) = a. Then setting n = 1 and m = 1 gives f(f(m)) =
a*m and f(an®) = f*(n). Then f*(m) f*(n) = f*(m)f(an®) = f(m*f(f(an?))) =
f(m?a®n?) = f%*(amn), ie. f(m)f(n) = f(amn). In particular,
f(am) = af(m) and therefore

af(mn) = f(m)f(n). (1)
We shall prove that a divides f(n) for all n € N. Let p be a prime
number and let o > 0, 8 > 0 be the degrees of p in the canonical
representations of a and f(n), respectively. It follows by induction
from (1) that f*(n) = a*'f(n*) for all k € N. Hence k3 > (k —1)a,
which implies that 5 > a. This shows that a divides f(n).
Set g(n) = M Then g: N — N satisfies the conditions
a

g(mn) = g(m)g(n) (2)
g9(g(m)) =m (3)
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for all m,n € N. Conversely, given a function g with the above prop-
erties then for any a € N the function f(n) = ag(n) satisfies the given
condition.

Setting m =n = 1 in (2) gives

g(1) =1. (4)
No we shall prove that g(p) € Pforallp € P. Indeed, let p € P and
g(p) = uv. Then it follows from (3) and (2) that p = g(g(p)) = g(uv) =
g(u)g(v). We may assume that g(u) = 1. Hence u = g(g(u)) = g(1) =
1 and therefore g(p) € P. Now let n > 2 and n = p;* ... p** be the

canonical representation of n as a product of prime numbers. Then it
follows from (2) that

g9(n) = g™ (p1) - .. g°*(pr)- (5)

Hence we have proved that any function f: N — N with the given

property is uniquely determined by its value f(1) and a function g: P —

P such that g(g(p)) = p, i.e. by a pairing of the set of prime numbers.

We shall show now that the least possible value of f(1998) is 120.
We have that

£(1998) = £(2.3°37) = F(1)g(2)6*(3)9(37).
Since ¢g(2), g(3) and ¢(37) are different prime numbers it follows that
9(2)%(3)g(37) > 3.2°.5 = 120,

ie. f(1998) > 120. To construct a function f satisfying the given
condition and f(1998) = 120 set a = f(1) = 1, ¢(2) = 3, ¢(3) =
2, g(5) = 37, g(37) = 5 and g(p) = p for all prime numbers p #
2,3,5,37. Then g(g(p)) = p for all p € P and as we said above these
data determine uniquely a function f: N — N with desired properties.

Substitutions

Problem 60.Find all functions f :: R — R such that
fl@+y) = fle—y) = f2)f(y)

Solution. Set z = y = 0 to get f%(0) = 0 so f(0) = If we
Setyﬁ—ywegetf(x—y) flz+y) = f@)f(~y) = (SU) (¥)-
Particularly f(y)f(—y) = y% f(=y)* = =f(y)f(y) so f( )(f(y) +

)

I
f(=y) = f(=y)(f(y) + ( y)) = 0, so either f(y) + f(-y) = 0 or
fly) = f(—y) = 0 and again f(y) + f( y) = 0 thus f is odd. Now set
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y = so get f(2z) = f(x)®. Then f(-2x) = f(-2)* = f(2)* = f(22).
As f(—2x) = — f(2x) we deduce f(2x) =0 and f is identically zero.

Problem 61.(Vietnam 1991)Find all functions f :: R — R for
which

1 1 1
5 f(@y) + 5 f(wz) = f(2)flyz) = ;

Solution. Ifwesetz =y =1 the condition is equivalent to —(f(1)—
%) > 0 possible only for f(1) = 5 Next set y = z = 1 to get f(z) —
sf(x) > 350 f(z) > 5. Sety IZI-JC#USOgetf() ()(%)
E But fla) = LA > 4 (1) = L s0 £(1) ) /(%) > 3. Fhus
equalitiesholdandf( ):%frx#() Next set y = 2z = 0, :U#Oto
getf() $£(0) > 1 s0 f(0) < 3. As we have proven f(z) > 5 we get
f(0) = So f(xz) = % which satisfies the condition.

Problem 62. Find all functions f: R — R that are continuous in
zero and satisfy f(z +y) — f(z) — f(y) = zy(z +y)

Solution. We can guess the solution ’”—;, thus g(z) = f(x) — &
is additive. Now we claim f(z) = cz for ¢ = f(1). Indeed, assume
that d = f(t) # ct. If t is irrational then we can find m,n € Z
with |m + nt| < € for any € > 0. Then f(m + nt) = mc + nd =
c(m+nt) +n(d— ct). But now if we take e small enough we force n to
be as big as we wish and thus | f(m + nt)| > n|d — ct| — ce increases to

infinity which contradicts the continuity of f in 0. So f(z) = z—; + cx.

Problem 63.Find all functions f :: R? — R which satisfy the fol-
lowing conditions:

Df(z+uy+u) = fz,y)+u

i) flzu,yu) = f(z,y)u

Solution. Firstly according to ii) f(z,0) = f(1,0)x so f(x,0) = cx
for some c. Next according to i) f(z,y) = f(z—y,0)+y = c(x—y)+y =
cx + (1 — ¢)y. Conversely, any function of form cx + (1 — ¢)y obviously
satisfies the conditions.

Problem 64. (Belarus 1995)Find all functions f :: R — R for
which

f(f(x+y) = flz+y)+ f@)f(y) —zy

Solution. Set y = 0 to get f(f(z)) = f(x)(1 + f(0)). So f(x) =
(14 £(0))z on Im(f). Substituting we get f(x)f(y)—xy = f(z+y)f(0).
Set a = f(0). Now set z = —a,y = a to get a®f(—a) + a®> = a® so

f(—=a) = 0. Therefore 0 € A hence f(0) = (1 +a)0 = 0 so a = 0.
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Hence we get f(x)f(y) = zy. Hence for z # 0 we have f(x) # 0 and if
we set g(z) = @ we get g(z)g(y) = 1 for all z,y. Keeping y fixed we
get that g(x) = c is constant. Then ¢ = 1 so ¢ = +1 hence f(z) =z
or f(x) =—z. As f(z) =z on Im(f), f(x) = x is the only solution.

Problem 65. Find all continuous functions f: R — R that satisfy

F@) + 1)
T ) = T 7y)

Solution. We know that tan x satisfies this equation. Therefore if
we set g(z) = arctanf(x) then g(x +y) = g(x) + g(y) £ 2km. As a
multiple of 27 does not matter to us we can show in the usual way that
g(x) = cx mod 2w and hence f(z) = tan cz.

Problem 66. Let f, g be two continuous functions on R that satisfy

flz—y) = f(2)f(y) + g9(x)g(y)
Find f,g.

Solution. Set y = x to conclude that f(z)? + g(z)? = ¢ = f(0).
Particularly for x = 0 we get ¢ + ¢*(0) = csoc < 1. If ¢ < 1 we
) = 4G

set y = 0 to get f(z ) = cf( )+ ¢g(0 )g(:c) so g(x 5 (). Then
P24+ (@) = )1+ 5520 = o)1+ &) = f2< s0 f2(x) = ¢
thus f(z) = ¢ and by continuity f(z) = ¢, g(z) = \/c— c?or g(x) =
—+v/c — 2. We have left to investigate the case ¢ = 1 in which case we
get f(0) = 1,9(0) = 0, f*(z) + ¢*(z) = 1. This already suggests the
sine-cosine formula. Indeed, let’s prove the "sister” identity g(x —y) =
g(z) f(y)—g(y) f(z). If holds for y = 0. Note that f?(x—y)+g¢*(z—y) =
Lso g*(z—y) = (f*(2)+g*(@))(f*(y)+9° (W)~ (f (@) f (1) +9(z)g(y))* =
(9(x)f(y) — 9(y)f(x))®. Thus gz —y) = £(g(x)f(y) — 9(y)f(x)).

Suppose g(x —y) = —(g() f(y) — g(y)f(x)) for some x,y. Let A be
the set of such (z,y) and B be the set of (x,y) for which g(z — y) =

g(x)f(y) — g(y)f(z). Then A, B are closed and A(\B = R? thus
there is a point (u,v) which belongs to both A, B. Then g(u — v) =
(9(u)f(®) — g(0) f(w)) = —(g(w)f(v) — g(v) f(u)) possible only when
g(u—v) # 0. If we interchange = with y we get that f is even. If we set
y — —yweget f(z+y) = f(x)f(y)+g(x)g(—y) and analogously f(z+

y) = fla ) (y) + g(=2)g(y). Thus g(z)g(=y) = g(y)g(—z)so g(—y) =

gy ) %) if g(z) # 0. If g(x) = 0 for all 2 we immediately conclude that
flx) = 1 If g(o) # 0 then as f*(xo) +g(25) = 1 = f(—0)* +g(—0)?

z0)

we get g;(_To) = #+1 thus g is either even or odd. If g is even by setting
y — —y we get f(z+y) = f(x)f(y) +9(z)9(y) = f(z +y) and so [ is
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constant. If f is not constant then g is odd. We can now set y — —y
to get f(x +y) + f(x —y) = 2f(z)f(y) and solve it by the familiar
D’Alembert’s Equation (see the chapter ”Polynomial recurrences and
continuity”), or we can proceed by another way. Set z = x —y. Then
fy) = flz—2) = f(x) f(2) + g(x)g(2) = f(2)(f(2)f(y) +9(z)g(y)) +
9(2)g(2) = f2(2) f(y)+ f(x)g(x)g(y). So g(x)g(2) = f(y)—f*(x)f(y)—
f(@)g(2)g(y) = ¢*(z) f(y) — f(x)g(z)g(y) thus if g(z) # O we get g(z —
y) = g(x)f(y) — f(z)g9(y). Now if g(xz) = 0 but there is a sequence
x, — x such that g(z,) # 0 we can conclude g(z —y) = g(x)f(y) —
f(z)g(y) by continuity. Otherwise there is a non-empty open interval
(a,b) on which g vanishes. Then if z € (a,b) we get f(z + x) =
f2(x) — g*(x) = f*(z) + ¢*(x) = 1 hence f(2z) = 0 thus on (2a; 2b) we
have f identically 1 and ¢ identically zero. Setting now y € (2a;2b)
we deduce f(z —y) = f(z) for all z thus if |u —v| < 2(b — a) we
can find = and y1,y2 € (2a,20) with u = = — y;,v = = — yo hence
f(u) = f(v) = f(z). We deduce from here that f is constant so f is

identically 1 and ¢ identically zero. If not, then we have proven g(x —

y) =g(x)f(y)—f(z)g(y) for all z,y. Now set u(zx) = f(x)+ig(x). Then
w(z +y) = f(@)f(y) — 9(@)g(y) + i(g(x) f(y) — f(2)9(y)) = w(z)u(y).

So u is multiplicative. Since it is also continuous we get u(z) = e** by

using the lemma. Now as |u(z)| =/ f%(z) + ¢*(z) = 1 we must have

k € iR thus u(z) = e** and we conclude f(x) = cos ax, g(zr) = sin az.

Problem 67.(Ukraine 1997)Find all functions f :: Q7 — Q% such
that f(z +1) = f(z) + 1 and f(2?) = f(2?)

Solution. From the first condition we conclude that f(x + k) =
f(z) + k for k € N by induction on k. Assume that f(£) = r. Then
f(E+kq) =a+kgso f((E+ kq)?) = a® + 2kaq + k*q* for k € N. But
(2 +kq)* = Z—z +2pk + k*q* hence f((2 +kq)?) = f(f;—z) + 2pk + k*¢* =
¢ + 2pq + k*¢®. So 2kaq = 2pk thus a = g. The identity function
clearly satisfies the condition.

Problem 68.Find all functions f :: R — R that obey
(x —y)f(z+y) = (@ +y)flx —y) = day(a® - y°)

Solution. The substitution © = x+y,v = x —y is immediately seen
and it simplifies our condition to uf(v) — v f(u) = vv(u? — v?). Now if
we set v =0 we get uf(0) =0 for all uwso f(0) =0. Now if uv # 0 we
divide by uv to get @ - @ = u? — v? hence @ +v? = % for all

u,v # 0. Therefore @ + 2% = ¢ for some fixed ¢ and all x # 0. Then
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f(z) = cx — 2* and this relation holds even for z = 0. We substitute

to have u(cv —v®) —v(cu — u?) = wdv — v3u which is true. All solutions

are therefore of form f(z) = cx — 2.
Problem 69.Find all pairs of functions f,g :: R — R such that ¢
is a one-one function and f(g(x) +y) = g(z + f(v)).

Solution. As g is injective, g(z) + y = g(z) + ¢ implies z + f(y) =
z 4+ f(t). This can be written as f(y + g(x) — g(2)) = f(y) + = — 2.
Leaving y and x constant we deduce that f is surjective. Then so is g,
as seen from the main condition. Then picking up zg with g(zy) = 0
we get f(y+g(x)) = f(y) +x — 2. But f(y+g(z)) = g(z+ f(y)). So
g(x+f(y)) = z+f(y)—20 and then g(x) = 2 —2zy. Hence f(x+y—29) =
x4+ f(y) — 20 and if we set y = zo we get f(x) =z + f(z0) — 2. We
conclude that both f, g are of form f(x)+ c¢. Indeed all such pairs of
functions satisfy the problem.

Problem 70.Let g: C' — C be a given function, a € C' and w the
primitive cubic root of unity. Find all functions f :: C'— C such that

f(2) + flwz +a) = g(2)

Solution. Let h(z) = wz 4+ a. Then f(z) + f(h(z)) = g(2). Now
h(h(z)) = w(wz+a) +a = w?z+ (w+1)a, h(h(h(2))) = w(w?z + (w +
a)+a = w32+ (w?+w+1)a = z. Therefore h(h(h(z2))) = 2. So f(z)+
f(h

(2)) = g(2), f(h(2)) + f(h(h(2))) = g(h(2)), f(h(h(2))) + f(2) =
f(h(R(2))) + f(h(R(h(2)))) = g(h(h(2))). If we solve the obtained

non-singular linear system in f(z), f(f(2)), f(f(f(2))) we get f(z) =
gle)+ow Z+(w;1)a)_g(wz+a), and similar expressions for f(h(z)), f(h(h(2))).
As the system is non-singular, this f satisfies the condition.

Problem 71.Find all functions f :: Ry — Ry that satisfy the con-
ditions

Df(xfw)f(y) = flz+y) for z,y =0

i) f(2)=0

iii) f(z) > 0 for x € [0;2)

Solution. Setting y = 2 into i) we get f(x+2) = 0so f is identically
zero on [2;00). Thus f(z) = 0 if and only if + > 2. Now consider a
fixed y < 2. From condition i) we deduce that f(xzf(y)) = 0 if and
only if f(x +y) =0, or xf(y) > 2 if and only if x +y > 2. Hence
if # < 2—y then zf(y) < 2so0 f(y) < 2. Taking z — (2 —y)_

we deduce f(y) < ﬁ But setting © = 2 —y we get x +y = 2 so

zf(y) > 2 and f(y) g 2= ﬁ We conclude that f(y) = 2721! Indeed
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the function f with f(z) = 0 for z > 2 and f(z) = 5% otherwise

satisfies the conditions: if y > 2 this is trivial and if y < 2 we need

to check f( 29”)223” = f(r+y). If x> 2—y then 2{—””@/ > 2 and

x4+ y > 2 and we get the true 0 = 0. Ifx<2—ythenT < 280
f<22xy> = 22 and v +y <2so0 f(z +y) = 2_§_y and so we get the
identity 22 2” yy = 279267;/

, which is true.

Problem 72.Find all functions f: R — R that satisfy
(e =y)) = flx) = fly) + f(@)f(y) —zy

Solution. By setting y = = we get f(f(0)) = f2(z) —z? thus f(x) =
++v/ 22 + d for any x where d = f(f(0)). d > 0 otherwise we couldn’t
extract square root for z = 0. Now for x = 0 we get f(0) = £v/d and
for z = f(0) we have f(f(0)) = v2d. So d = v/2d which is possible
for d = 0,d = 2. Now let’s consider y = x — 1. We get f(f(1)) =
flz)=fz—1)+ f(x)f(x—1)—z(x—1). Consider z be sufficiently big.
Then f(x) and f(x—1) have the same sign otherwise f(f(1)) = (f(z)—
D(f(z-1)—1)=a(z—1) < —a(z—1)as |f(@)], |f(z—1)] > 1 thus f(z)—
1, f(z — 1) — 1 would have the same signs as f(z), f(z —1) so (f(x) —
1)(f(x — 1) — 1) would be negative. However |z(x — 1)| > \f( (1))
v 1+ 2d for sufficiently big x, contradiction. Thus f(f(1)) = f(z) —
fa-D+f@)f(z—1)—z(x—1)=£(Va2+d—/(x—1)2+d) +
V(22 + d)((x —1)24+d)) — z(x — 1). Now we use the identity a —

a’?—b? / 2 o / - _ 2z—1 ~
b= o toget Vi (z—1)? C VaZrdty/(a—1)2+d 1,
2
V@@ =17 +d) — a(z — 1) = 20 2o+1) ~d

V(@2 +d)((z—1)2) +d+z(x—1)
Therefore when x is sufficiently big right — handside ~ +1 + d so
actually f(f(1)) = £1 +d. But f(f(1)) = £v/1+ 2d, which holds
only for d = 0, as v/5 # +1 + 2 which would hold for d = 2. So we
have f(x) = 2. Now we prove f(z) = x. Indeed assume f(xg) =
w020 # 0. Then f(f(z — ) = £(2) — f(ao) + F(2) (o) — z0 =
(f(x) = D)(f(zo) +1) —z20+1 = (x — 1)(—20+ 1) — 219 + 1 O
(—x—1)(—z0+1)—zx0+1. But f(f(zr—2x0)) € {x —z0,20—2}. Thus
{r—x¢, xo—z} ({(x—1)(—20+1)—220+1, (—2—1)(—20+1)—220+1} =
{—2zx0 + 2 + 29, 0 — 2}, as the common value f(f(x —x¢)) = f(x) —
f(zo)+f () f(xo)—xx0 belongs to both sets. Now the equalities z—xg =
—2xr0+r+ 20, — 29 = T9—T,r9— T = —2xT0+ T + (o are equivalent
tox = 1,2 = x9, z(xo—1) = 0 which have at most one solution each for
xg # 1, therefore for zog # 1 we have f(f(x —x¢)) = xo — x, f(x) = —x
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for all x except three values. However this is impossible: if we take
x such that neither z nor zqg — x is among these three values then

f(f(x—x)) = f(xo—2) = x—x0 while we have f(f(z—x¢)) = xo—z.
Contradiction. So f(z) = « for all x # 1. Finally if we set x = 3,y =1

we get 2= f(2) = f(3) — f(1) + f(3)f(1) =3 =3—f(1)+3f(1) -3 =
2f(1) hence f(1) = 1. Thus f is the identity function. The identity
function satisfies the condition.

Problem 73. Find all functions f: ¢ — @) such that
r+y flz)+ f(y
§EEY) - )+ 5)

2
for all non-zero x,y in the domain of f.

Solution. If we set 2z = y we get f(x) = M for any x
therefore f(2z) = f(x). This suggest the fact that f is a constant
function. Indeed, let S be the set of all integers k for which f(kx) =
f(z) for all . Then we know that 1,2 € S. Also if a,b € S then
3a—be S (just set v — (3a—0b)z,y — bx), and clearly if a,b € S then
ab € S. Now we can prove by induction on |k| that k € S for all k € Z*.
Indeed, 4 =2-2€ S, -1=3-1-4€ 5, -2=3-(—-1)—(—1) € S and
the basis in proven. To prove the induction step, we have to show that
every k with |k| > 3 can be written as 3a — b where |a|, || < k. Indeed,
if we denote a = [£],b = —3{%} then k = 3a—b and |a| < |5 <k, [b] <
2 < k. Thus Z* C S. Therefore if a,b € Q \ {0} and § = %’,p,q e Z
then ga = pb f(a) = f(qa) = f(pb) = f(b) so f is constant on @ \ {0}.
Also if z # 0 then setting y = 0 we get f(5) = f@)+/0) Hf( which as
f(3) = f(z) implies that f(0) = f(x). So f in Constant on @ and all
constant functions satisfy the requirements.

Problem 74. Find all polynomials P(x,y) € R*[z,y] that satisfy
P(z +a,y+b) = P(x,y) where a, b are some reals, not both zero.

Solution. Assume that b # 0. Consider the polynomial R € R?[z, y|
defined by R(z,y) = P(z + $y,y). Then we can tell P(z,y) = R(z —
79,9). So P(x + a,y +b) = P(x,y) can be rewritten in terms of R
as R((x +a) — $(y +b),y +b) = R(x — 3y,y) or R(x — $y,y +b) =
R(z — $y,y). If we set © — = — Yy we get R(:IZ‘ y) = R(x,y+b). Then
by 1nduct10n onn R(z,y) = R(z,y+0b) = ... = R(x,y + nb). Set
Q:(y) = R(z,y). Then Q.(y) = Q.(y +b) = ... = Q.(y + nb) and
taking n > degQ, we get ), is constant so Q. (y ) Q.(0) = R(z,0).
As R(x,0) is a polynomial in x, R is a polynomial in z so R(x,y) =
Q(z) for some polynomial @ € R[z]. Then P(z,y) = R(z — $y,y) =
Q(z — §y) = Q(bxr — ay). Any such polynomial satisfies the condition,
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as P(x +a,y+0) = Q(b(xr +a) —aly +0b)) = Qbx — ay) = P(x,y).
If b =0 then a # 0 and we repeat the reasoning by replacing b with a
and y with x to get again P(x,y) = Q(bx — ay).

Problem 75. (ISL 1996) Find a bijection f: Ny — N, that satisfies
fBmn+m+mn) =4f(m)f(n)+ f(m) + f(n).

Solution. If we denote g(3k+1) = f(k) then the condition becomes
g((Bm+1)Bn+1)) = 49(3m + 1)g(3n + 1) + g(3m + 1) + ¢g(3n +
1). Next if we denote 4g(z) + 1 = h(z) the condition is rewritten
as h((3m + 1)(3n + 1)) = h(3m + 1)h(3n + 1). Now we understand
that we need to construct a multiplicative bijection of A into B where
A={3k+ 1k e N},B={4k+1 € N}. We can set h(1) = 1. Now
consider U the set of all primes of form 3k — 1, V the set of all primes
of form 3k 4+ 1, X the set of all primes of form 4k — 1, Y the set of
all primes of form 4k + 1. All these four sets are infinite. So we can
provide a bijection h between U and X and between V and Y. Now
we extend it by multiplicativity to the whole A. We prove this is the
required bijection. Indeed, assume that 3k + 1 = [[p% []¢> where
pi € U,q; € B. Then p; are 1— mod 3, ¢; are 1 mod 3 so ) a; must be
even. Then h(3k+1) = [ h(p:)® [ h(q:)® where h(p;) € X, h(g;) €Y.
As h(p;) is —1 mod 4 and h(g;) is 1 mod 4 but _ a; is even we conclude
that A(3k + 1) is 1 mod 4 so h(3k + 1) € B. We can analogously
prove the reverse implication: assume that 4k +1 =[] p{" [] qf " where
pi € X,q; €Y. As p; are —1 mod 4 but ¢; are 1 mod 4 > a; must
be even. Then z = [[h 1 (p:)% [[h 1 (q)" satisfies h(z) = 4k + 1.
Moreover as h ! (p;) are —1 mod 3, h™(¢;) are 1 mod 3 and > a; is even,
we conclude that z is 1 mod 3 so x € A. Finally h is injective because
of the uniqueness of the decomposition of a number into product of
primes.

Problem 76. (IMO ’1999) Find all functions f: R — R such that

fla=fw) = f(f) +zf(y) + fz) -
for all z,y € R.

Solution. Setting z = f(y) in the given equation gives

fla) = T (1)

where ¢ = f(0). On the other hand if y = 0 we get f(x —¢) — f(z) =
f(¢) + cx — 1. Hence f(—c) — ¢ = f(c¢) — 1 which shows that ¢ # 0.
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Thus for any x € R there is t € R such that x = y; — yo, where
y1 = f(t —c¢) y2 = f(t). Now using the given equation we get

f@)=fly —w) = fly2) tyye + f(y) — 1=

c+1—y5? c+1—uy?
S +ylyz+—y1 1=
2 2
_ _(yl—y2)2:c_$_2
2 2

2
This together with (1) gives ¢ = 1 and f(z) =1 — % Conversely, it is

easy to check that this function satisfies the given equation.

Problem 77. Find all functions f: Ry" — Ry™ such that

fW)ff(y) = flz+y)
for all z,y € Ry™".

Solution. Setting z = 0 gives f(0)f(y) = f(y). Hence f2(0) = f(0).
If £(0) =0 then f(y) =0forally € Ry". Hence we may assume that
f(0) = 1. We shall consider two cases.

1. Let f(y) =0 for some y > 0. Set a = inf{y > 0: f(y) = 0}. For
any x > a there is y such that a« <y < x and f(y) = 0. Then

0.

flx)=fy)f((z —y)fy) =

So, if a = 0 then f(x) =0 for all x > 0.
Suppose now that a > 0 and let 0 < y < a. For any ¢ > 0 we have

fWfla+e—y)fly) = fla+e)=0.
Hence (a + ¢ —y)f(y) > a since f(y) > 0. On the other hand

a+e
f(—+y> = fla+e)f(y)=0
f(y) 7
a—+¢ . .
and therefore W) + 1y > a. Now letting ¢ — 0 in the above two
)
inequalities gives f(y) =  for any 0 < y < a. In particular

a—y

2
f(a), ie. f(a)=0.
2. Let f(y) > 0 for any y > 0. First we shall show that f(y) <1
for any y > 0. Indeed, assume that f(y) > 1 for some y > 0. Then we

y
f(y)

a a
f (—) = 2 and setting z =y = B in the given equation gives 2f(a) =

set x =

in the given equation and get f(y) = 1, a contradiction.
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The inequality f(y) < 1 together with the given equation shows that
the function f is decreasing.

Suppose that f(y) = 1 for some y > 0. Then f(z +y) = f(x) for
any x > 0 and using the fact that the function f is decreasing we get
that f(x) =1 for all x > 0.

It remains to consider the case when f(y) < 1 for any y > 0. Then
the function f is strictly decreasing and hence injective. Now the iden-
tity

ffaf(y) = flx+y) = flafly) +y+z(1— f(y)) =

= ff)f((y+z1 = f)I(f(xf(y))
implies that
y=(y+z(1—f)f(=f(y).

1
Setting y = 1, zf(1) = z and 1f<—le) = a we get that f(z) = aj—z
for any z > 0.
Thus all the functions we have found are the following:
a
f2) =0, Jl@)=1, fr) =~
1 for x =0
f($)_{() for x > 0,
a
<
f@) = o=z for 0<z<a
0 for x > a,

where a > 0 is an arbitrary constant. It is easy to check that the first
four functions are solutions of the problem. Now we shall show that
the fifth function also gives a solution.

Ifx,y >0 and z 4y < a then

_a axr \ @ a-y oo
P = 5 () = e~ fa )

Let 2,y > 0 and z +y > a. Then f(z +y) = 0. If y > 0 then
f(y) =0. If y < a then > aand zf(y) > a. Hence f(xf(y)) = 0.

Therefore in both cases we have

fW)f(xf(y) =0= f(z+y).
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Remark. The above problem under the additional conditions f(2) =
0 and f(x) # 0 for 0 < z < 2 is a problem from IMO ’1986 and was
solved before, the only solution being the function

2
f < 2
f(:c): S or 0<z<
0 for x > 2.

Exercises

Problem 78. Find all continuous functions f: R — R that satisfy
f@)y+ fy)ze = (x+y)f(2)f(y)

Problem 79. Find all continuous functions f: R — R for which

flaty) = fle—y)=2f(ay +1) = f(x)f(y) —4

Problem 80.(ISL 2000)Find all pairs of functions f :: R — R that
obey the identity

flx+9y) =2f(y) —yf(r) + g(z)

Problem 81. If a > 0 find all continuous functions f for which

flx+y)=a"f(x)f(y)

Problem 82. Find all continuous functions f: R — R that satisfy

f(x) + fly) +2f(x)f(y)
A e T

Problem 83. Find all continuous function f-(a;b) — R that satisfy
flzyz) = f(x) + f(y) + f(2) whenever zyz,x,y,z € (a;b), where 1 <
a® < b.

Problem 84. Find all continuous functions f: R — R that satisfy

flxy) =2 f(y) +yf(x)

Problem 85.Find all functions f: QT — QT that obey the relations
fla+1)=f(z)+1

if z € Q" and
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ifxe@t.

Problem 86. Show that if f: R — R satisfies
fley) = xf(x) +yf(y)

then f is identically zero.

Problem 87. Find all functions f: R — R that obey the condition
f(f(z) +y) = fla® —y) +4f(2)y

Problem 88.Let &k € RT. Find all functions f: [0,1]? — R such
that the following four conditions hold for all z,y, z € [0; 1]:

i)
ii)

f(f(z,y),2) = f(=, f(y, 2))
flz,y) = f(y, z)

i)
flx,1)=x
iv)
flzz,zy) = 2" f(z,y)

Problem 89. Find all continuous functions f: R — R that satisfy
3f(2x+ 1) = f(x) + ba.

Problem 90. (Shortlisted problems for IMO ’2002) Find all func-

tions f: R — R such that

f(f(@)+y) =20+ f(fly) — )
for all z,y € R. Problem 91. (Bulgaria, 1996) Find all functions

f: R — R such that

f(f@) +xf(y) =2f(y+1)
for all z,y € R.

Problem 92. (BMO 1997 and BMO ’2000) Find all functions
f: R — R such that

flaf(z)+ fy) = fA(x) +y
for all z,y € R.
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Problem 93. (USA, 2002) Find all functions f: R — R such that

f@* —y*) = f(x) —yf(y)
for all z,y € R.

Fixed Points

Problem 94. (IMO ’1983) Find all functions f: R — R* such
that:

(1)) flxf(y)) = (x) for all z,y € RT;

(i) lim f(z) =

T—-+00

Solution. It follows from (7) that f(zf(x)) = xf(z) for all x > 0.
Then it follows by induction on n that if f(a) = a for some a > 0 then
f(a") = a™ for any n € N. Note also that a < 1 since otherwise

lim f(a") = lim a" = 400,

n—oo n—oo

a contradiction to (i7).
On the other hand a = f(l.a) = f(1.f(a)) = af(1). Hence

1=f(1) = f(a"'a) = f(a”"' f(a)) = af(a),
ie. f(a™) = a='. Thus we have (as above) f(a™) = a™™ for all
n € N and therefore ™! < 1.
In conclusion, the only a > 0 such that f(a) = ais a = 1. Hence the

1
identity f(xf(x)) = xf(x) implies that f(x) = — for any z > 0. It is
x

easy to check that this function satisfies the conditions (7) and (i) of
the problem.

Problem 95. (IMO ’1994) Let S be the set of all real numbers
greater than —1. Find all functions f: S — S such that

(@) fla+fy)+afy) =y+ f(z)+yfle) forallzy e S;

() @) is strictly increasing in the intervals (—1,0) and (0, +00).
T

Solution. If x =y > —1 we have from () that

fle+ 1 +a)f(z)) =z + (1 +2)f(). (1)
On the other hand (4) implies that the equation f(x) = z has at
most one solution in each of the intervals (—1,0) and (0, +0c0).
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Suppose that f(a) = a for some a € (—1,0). Then (1) implies that
f(a®> + 2a) = a® + 2a and therefore a® + 2a = a since a® + 2a =
(a+1)* =1 € (—1,0). Hence a = —1 or a = 0, contradiction. The
same arguments show that the equation f(z) = x has no solutions in
the interval (0, +00).

Then we conclude from (1) that z + (1 + x)f(z) = 0, i.e. f(z) =

x

for any x > —1. It is easy to check that this function satisfies

x
the conditions (i) and (ii) of the problem.

Problem 96. (Tournament of the towns '1996) Prove that there is
no function f: R — R such that
f(f(@)) =2 — 1996
for any x € R.

Solution. We shall prove the following more general result.

Proposition. Let g(z) be a quadratic function such that the equa-
tion g(g(xz)) = x has at least three different real roots. Then there is
no function f: R — R such that

f(f(z)) = g() (1)

for all z € R.

Proof. The fixed points of g(z) are also fixed points of the forth
degree polynomial h(z) = g(g(z)). Hence it follows by the given con-
ditions that g(x) has one or two real fixed points. Denote them by x;
and z5. Then h(x) has one or two real fixed points, different from x;
and 5. Denote them by z3 and z4. The identity

flg(x)) = f(f(f(2))) = g(f(x))
implies that {f(x1), f(z2)} = {x1,22}. On the other hand we have

f(f(g(2))) = f(g(f(x))) and f(f(f(g(x)))) = f(f(9(f(x)))),

ie. f(h(z)) = h(f(z)). Hence {f(x3), f(z4)} € {x1,22,23,24}. Sup-
pose that f(z;) = xy for some k € {1,2} and [ € {3,4}. Then

v = h(z) = f(f(f(f(22))) = f(g(xr)) = f(z) € {1, 22},

a contradiction. Hence f(x3) = x3 if x3 = x4 and {f(z3), f(z4)} =
{z3,24} if x5 # x4. In both cases we have g(x3) = f(f(z3)) = 3, a
contradiction. Thus the proposition is proved. Turning back to the
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problem we note that the equation g(g(z)) = (2 — 1996)? — 1996 = x
has four different real roots since (2% —1996)* — 1996 —x = (x* — 1996 —
z)(2? + x — 1996).

Remark. Set g(z) = az? + bxr + c. Then
9(g(x)) — 2 = (ax* + (b— 1)z +¢)(a*x* + a(b+ 1)z + ac+ b+ 1).

Therefore the four roots of the equation g(g(x)) = x are equal to:

1-b+vD 1-b—-—vD —-1-b++D-—-4 d —1-b—-—+vD -4
an
2a ’ 2a ’ 2a 2a ’

where D = (b—1)? — 4ac. All these roots are real if and only if D > 4.

If D > 4 then all the roots are different whereas for D = 4 one of them

1+
and the other three are equal to —QL.
a

is equal to

The proposition proved above says that if D > 4, then there are no
functions f: R — R such that f(f(z)) = g(x) for all z € R. On the
other hand if D = 4 then there are infinitely many continuous functions
f: R — R satisfying the above equation.

Additive Cauchy Equation

Problem 97. (AMM 2001) Find all functions f: R — R if

f@® +y+ f(y) =2y + ()
for all reals x,y.

Solution. If we fix x then the right-hand side is surjective on R
therefore f is surjective. Also if y; + f(y1) = y2 + f(y2) then writing
the condition for some x and y = 41, y> the get 2y; = 2y, thus x + f(z)
is injective. Thus for some ¢ we have f(c) = 0. This implies f(c® +y+
f(y)) = 2y. Pick up now two fixed a,b. Set ¢ = b+ f(b) —a— f(a) > 0.
If x > a+ f(a) then there is an u such that x = u*+a+ f(a),z +d =
u?+b+ f(b). Then f(x) = 2a+ f*(z), f(z+c) = 2b+ f*(z). Therefore
we conclude that f(x + ¢) — f(x) = 2(a — b) for all sufficiently big =.
This means that f(z +¢) = f(z) +d for d = 2(b—a) and ¢ +d =
3(b—a)+ f(b) — f(a) and from here f(x + nc) = f(x) + nd for all
sufficiently big x and any fixed natural n. If d < 0 then f(x + nc) <0
for all sufficiently big n. However if z+nc > f(0) then z+nc = u*+ f(0)
and applying the condition for v and 0 we get f(z + nc) = f2(u) > 0
contradiction. So d > 0. Then f(x+nc)+x+nc= f(x)+zx+n(c+d).
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This means f(x) 4+ z takes arbitrarily large values. Take now a y. We
then get f((z+c)2 +y+ f(y)) =2y + (f(x) + d)? for & > xy. Assume
now that we have f(z+u) = f(x) for all sufficiently big  when u > 0.
Then we get f((z +u)* +y + f(y)) = f(z® +y + f(y)). However
we can choose x such that 2zu + u? = Ic,l > 0 and then choosing ¥
such that y + f(y) is big enough we have f((z +u)?> +y + f(y)) =
f@*+2vu+v*+y+ fly) = f(@®> +y + f(y)) + ld contradiction.
Consider now g(z) = = + f(x). Take a fixed s and = # y with g(z +
s) —g(z) < g(y +s) — g(y). Then we have f(t + g(z + s) — g(z)) =
f&)+2s, f(t+gy+s)—gly)) = f(t) +2s for all £ > ¢y and if we set
z=1+g(x+s)—g(s)),v=(9(y+5)—g(y)) — (9(x+s) —g(x)) then the
identity turns to f(z+v) = f(z) for all z > 0. As v > 0 we must have
v = 0 as we have proven such a relation is impossible for v # 0. Hence
g(x+s) —g(x) = gly + s) — g(y). As z,y were chose arbitrarily we
conclude that g(z+s) — g(x) is independent of = thus g(x+s) —g(z) =
9(s) — 9(0) so g(z + s) + g(0) = g(x) + g(s) thus h(z) = g(z) — g(0)
is an additive function, hence so is f(z) — g(0) = f(x) — f(0). We
then get f(z* + g(y)) = f(«*) + f(g(y)) — f(0) = 2y + f*(z) hence
f(a?) — f2(x) = 2y = f(g(y)). If we now fix y then we get f(2°) =
f?(x) + e for fixed e hence f(z) > —e for x > 0. Hence f(z) — f(0) is
additive and bounded below, and then using an already known problem
we deduce f(x)— f(0) = rx for some r hence f = rx + s is linear. The
condition f(z?)— f?(z) = 2y— f(g(y)) now implies rz*+s— (ro+s)? =
2y—r((r+1)y+s)—sorr(l—r)z?—2rsx—s* = 2—r(r+1))y—(r+1)s
which is possible only when (1 —r) =2rs =2 —r(r+1) = 0. Then
r=0orr =1 Ifr=0then2—r(r+1)# 0. Sor =1 and then
s = 0. So f is the identity function. It can be easily verified that the
identity function satisfies the condition.

Problem 98. Find all functions f, g, h: R — R such that
f@+y) = f(x)g(y) + h(y)

Solution. Set y = 0 to get f(z ) f(z)g(0) + h(0) so f(z)(1 —
g(0)) = h(0) and either 1 — g(0) = (x) = hg(o) In the second
case f is a constant then if we set f( ) = c we get ¢ = cg(y) + h(y)
and any functions g, h with h(z) = ¢ — cg(z) satisfy the condition. So
assume that f is not constant thus g(0) = 1 and h(0) = 0. Now set
z = 0 to get f(y) = f(0)g(y) + h(y). Set f(0) = ¢. Then f(z) =
cg(z) + h(x) so we substitute to get cg(z +y) +h(x+y) = cg(x)g(y) +
h(z)g(y)+h(y). Symmetrize the condition to get cg(z+y)+h(z+y) =
cg()g(y) + h(x)g(y) + h(y) = cg(x)g(y) + h(y)g(x) + h(x) therefore
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hx)g(y)+h(y) = h(y)g(x)+h(z) hence h(z)(g(y)—1) = h(y)(g(z)—1).
Now we distinguish some cases:

a) g(x) =1 for all z. Then the condition transforms to h(zx 4+ y) =
h(x) + h(y) hence h is an additive function, f = h + ¢,g = 1 and we
check that this functions indeed satisfy the conditions.

b) h(z) = 0 for all z. Then the condition becomes cg(z + y) =
cg(x)g(y) which implies that either ¢ is zero so f = h = 0, g is any
function, which satisfy the condition or ¢ # 0 and g is a multiplicative
function while f = cg, h = 0, again satisfy the condition.

c¢) There are zg,yo for which g(xo) # 1,h(yo) # 0. If we set z =
xo,y = yo we deduce that h(xg)(g(yo)—1) # 0so h(xg), g(yo)—1 are not
zero. Now set y = yo and we get h(x)(g(yo) —1) = h(yo)(g(x) —1) thus
h(x) = (g(x) — 1) 22 Tf we set 80 — d then h(z) = dg(x) — d.
Thus our condition becomes (c+d)g(x +y) —d = cg(x)g(y) + (dg(x) —
d)g(y) + dg(y) — d = (c+ d)g(x)g(y) — d hence either ¢ +d = 0 or
g is additive multiplicative. In the first case we get d = —c so f =
cg(z) — cg(x) + ¢ = ¢, h(x) = —cg(z) + ¢ which satisfy the condition.
In the second case we get g a multiplicative function, h = dg — d, f =
cg+ h = (c+d)g — d and again they satisfy the condition.

We have exhausted all solutions. Note that we have used the terms
”additive function” and ”additive multiplicative” function for the so-
lutions because these function cannot be otherwise defined. In fact
there are many different additive functions, even non-continuous, and
the same with additive multiplicative functions (g(z) is additive mul-
tiplicative then g(z) = g*(%£) so g(x) > 0. If g(x¢) = 0 then g(z) =
g(x—x0)g(xo) = 0, otherwise g(z) > 0 and then In(g) makes sense and
is an additive function).

Problem 99. Prove that any additive function f on RT which
is bounded from below (above) on an interval of Rt has the form
f(x)=f()x forall z € R*.

Solution. Set g(x) — f(1)x. Then g(x) is an additive function
with g(1) = 0. It follows by induction that g(nz) = ng(x) for any
x € RY,n € N. In particular g(n) = 0. Moreover, for any k,l € N

k k
we have lg <7) =g(k)=0,ie g (7) = 0. Without loss of generality
we may assume that there are constants ¢ and d such that f(x) > ¢ and
f(1)x < d in an interval of R*. Then the identity g(z + r) = g(x) for
allz € R, r € Q% shows that g(z) > c—d for all z € R*. Hence

g(z) = 9(nz) > % for any n € N, ie. g(x) > 0 for any x > 0.
n n
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This implies that the function g(z) is increasing since for x > y > 0
we have g(z) = g(x —y) + g(y) > g(y). Now for any z € R" take
r,s € QT such that » > x > s. Then 0 = g(r) > g(z) > g(s) =0
which shows that g(z) = 0.

Remark. Note that the statement of Problem 99 holds true if we
replace R™ by R. Note also that any function which is continuous at
a part or monotone in an interval of RT(R) satisfies the conditions of
the problem. On the other hand there are additive functions that are
unbounded in any interval of R(R™).

Problem 100. (Tuymaada 2003) Find all continuous functions
f: R™ — R that satisfy

fat+ )+ ) = fa+ )+ J+ )

for any z,y € R™.

Solution. Linear functions satisfy our condition, and we prove that
only these do. If we replace y by % we can enhance the condition:

flat )+ ) = f@+ )+ S+ 1) = f@+9) + 1+ )

Now pick up a fixed 1 < y < C for some C' > 1 and let = be sufficiently
big. Rewriting the second two parts of the condition as

1 1 1 1
f($+y)—f($+§)—f(;er)—f(zﬂLg)
Now as f is continuous then f is uniformly continuous on [&; 2C] hence
for any desired € > 0 there exists an a > 0 such that |f(z) — f(y)| <€
whenever z,y € [&; ZC] |z — y| < a. Thus taking z > maz{C, 1}

we deduce that |f(L + ) f( )| |f( y) — f(y)| < e. This means
) =

(G +y) =G+~ (fly
lim, o f(z +y) — f(a: + y) = f(y) - f(i) and the convergence is
uniform on any interval [1; C] for y. Now any b > 0 can be written as
y— i in a unique way for y > 1. Set ¢g(b) = f(y) — f(i) Then we see
that g(b) = lim, o f(z + b) — f(z). It is from here pretty clear that
g(a+b) = g(a)+ g(b) and since g is continuous we find that g(x) = cz.
Now we can suppose that ¢ = 0 otherwise take f(z) — cx instead of f.
So we then have f(z) = f(2) and also lim,_...(f(z + a) — f(z)) =0
uniformly for a € [0;C]. Now take y be fixed and let x — oo. The
condition f(z + 1)+ f(y + i) = flx + i) + f(y + 1) is rewritten as

)) < 2a and we have proven that
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fla+1)— fla+ %}) =fly+3)—fly+ %) The right-hand side now
tends to zero according to the limit result obtained just before, and the
left-hand side tends to f(z + 2) — f(z). Thus f(z + ) = f(x). This
is enough to prove that f is constant. Indeed, let 1 < a < b. Consider
To=a,yYo=>b,ri11 =x; + m%’ Yir1 = Vi + i As r + % is increasing for
x > 1and also (JH—%)Q > 2242 we have z; < y; and x;, y; grow infinitely
large. Finally we can note that |x + % -y — §| < |z —y| for z,y > 1
therefore |z; —y;| < |a—b|. Therefore lim, o (f(z,) — f(y,)) = 0. But
f(zn) = f(a), f(yn) = f(b). We conclude that f(a) = f(b) and this
finishes the proof.

Problem 101. (Sankt-Petersburg) Find all continuous functions
f: R — R that satisfy

f(f(x+y) = flx)+ fy)

Solution. We observe that f satisfies the equation if and only if
f + c satisfies it, where ¢ is any real. Therefore we can suppose that
f(0) = 0. Then by letting = = 0 we get f(f(z)) = f(x). Therefore f is
the identity function on Im(f). We now try to prove f is the identity
function, or f = 0. To do this, it suffices to prove that Im(f) = R or
Im(f) = 0. Indeed, as f is continuous, we see that if f(t) # 0 then
Im(f) contains the image of [0;¢] under f which is an interval which
contains zero. Without loss of generality f(¢) > 0 otherwise assume
work with —f. Let A be the set of all a for which [0; a] belongs to Imf.
Let b = supA. If b < oo then we may find ¢ = f(z) such that c?2.
Then f(f(2z)) = 2¢ > b therefore from the continuity of f we deduce
[0; 2c] which contradicts the maximality of b. Therefore b = oo and
R* belongs to Imf, and we are done after noting that 0 = f(f(0)) =
f(f(x —x)) = f(x) + f(—=x) so f(—z) = —f(x). To conclude, f can
be a constant function or a function of the form f(z) = z 4+ a. A
generalization of this equation comes next.

Problem 102. Find all pairs of continuous functions f,g: R — R
that satisfy

f(@) + f(y) = g(z +y)

Solution. We remark that f(z+y)+ f(0) = f(z)+ f(y) = g(x +y)
therefore f(z) — f(0) + f(y) — f(0) = f(z +y) — f(0) so f(z) — f(0)
is an additive function, therefore f(x) = x + ¢ for some ¢ and hence
g(xz) =z + 2c
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Problem 103. Find all functions f :: N — N that satisfy
fm® + f(n)) = f(m)* +n

Solution. It’s clear that f is injective as if f(n;) = f(n2) set
n = ny,ng to get n;y = ny. Therefore applying the condition and
the injectivity of f we find that f(mi)?> + ny = f(m2)? + ny if and
only if m? + f(ny) = m3 + f(ny). This can be restated as: ny — ny =
f(m2)? — f(my)? if and only if f(ny) — f(n2) = m3 — m?. Particularly
if v —y € S where S = {a® — b?*|a,b € N} then f(z) — f(y) depends
only on x — y so we can write f(z) — f(y) = g(z — y). But S consists
precisely of those integer numbers that are not 2 mod 4 or 1 or 4 (in
the latter two cases this would force a or b equal zero). If z—y = 1 then
f@)=fy) = f2) = flz=1) = f(2) = fle+ D)+ fla+T) = fla—1) =
g(=7) + g(8). If we set g(—7) + g(8) = a then f(z) — f(z —1) =a so
f(x) = ax+b. We substitute to find a(m?+an+b)+b = (am+b)>+n
or am? + a®n + a(b+ 1) = a®*m?* + 2abm + n + b* and comparing the
corresponding coefficients we get a®> = a so a = 1 (a cannot be zero
because the function cannot be constant as easily seen), 2ab = 0 so
b= 0. Hence f(x) = x and it satisfies the condition.

Problem 104. Find all functions f: R — R that satisfy
(@) +yz) =2+ f(y)f(2)

Solution. f is injective as setting x = w1, 29 for f(x;) = f(z2)
would immediately imply z; = z9. f is also surjective because if we
fix y, z right-hand side runs over the whole R, hence so does left-hand
side. Now pick up z; with f(z;) = 1 and set x = z1,2z = x1 to get
F(f(0) +yz1) = f(y) so the injectivity implies f(0) + yz; = y for any
y, possible only for f(0) = 0,2z, = 1. So f(0) = 0, f(1) = 1. Next
set y = 0 to get f(f(z)) = 2. Alsoset z =1,z = f(u),y = v to get
flu+v) = f(u) + f(v). Hence f is additive. Now if we set z = 0
we get f(yz) = f(y)f(z) so f(y*) = f(y)? hence f is positive on RT
thus as f is additive, f is increasing. So f(z) = cx and as f(1) =1 we
conclude that f is the identity function.

Problem 105.Find all functions f :: R — R such that
f(f(@) +y) =2+ f(y)

Solution.If f(x;) = f(x2) then setting x = 1,25 we get 2? = 22
so w9 = #x;. Now consider the function h :: RT — R™ defined by
h(z) = f*(y/z). We can rewrite the condition as f(h(z)+y) = x+ f(y)
for x > 0. Then f(h(u) + h(v) +y) = u+ f(h(v) +y) = u+ v +
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f(y) = f(h(u+v)+y). Therefore h(u) + h(v) +y = £(h(u+v) +y).
h(u) + h(v) +y = —(h(u+v) +y) cannot hold for all y, so for at least
one y we have h(u) + h(v) +y = h(u +v) +y. Thus h is additive.
As h is non-negative by definition, h(x) = cz where ¢ > 0. Therefore
we can deduce that f(z) = £/cx. Hence f(ca?® +y) = 22 + f(y). If

fly) = =Vey,y # 0 then f(ca® +y) = 2* — /ey so f(ca® +y) =
(22 — \/cy)? # (cx® + y)? for at least some x, because (2% — \/cy)? =
(cx®+y)? is equivalent to the not identically zero polynomial equation
(P =Dz* +2(c+ e)yz + (1 —c*)y*> = 0. So f(y) = /cy. In this case
we get analogously (22 + v/cy)? = (cx? + y)? which for z = 0 becomes
cy’> = y* so ¢ = 1. Hence f(x) = x for all z. The identity function
satisfies our requirements.

Problem 106. (generalization of Problem 92) Find all functions
f: Rt — R* such that

flaf() + fy) = f*(=) +

for all z,y € R*.

Solution. This problem differs from Problem 92 only by the fact
that the set R is replaced by R™ but this increases it difficulty consid-
erably. For example we can not use the value f(0) (as we did in the
solution of Problem 92) as well as to compute directly the value of f
at some particular positive number. That is why we shall first reduce
the given equation to the additive Cauchy equation.

To this end we set f(1) = a. Then

f(f(y) +a) =a® +y (1)
and
faf(x) +a) = fx) + 1. (2)
It follows from (1) that
fly) +a+a®=f(f(f(y) +a)+a) = fly+a+ta’).
Now induction on n gives
fly+n(a+a®) = fy) +nla+a’) (3)

I
for any n € N. On the other hand (1) an ( ) imply that xf(z) +a+
a® = f(f(zf(x)+a) +a) = f(f*(x) + 1+ a). This together with the

given equation gives

FUF(FP @) +1+a)+ fy) = flaf(@) +a+a®+ fy) =
= fA(z) +y+a+ad (4)
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It follows from (1) that the function f(z) attains any value greater than
a® and therefore the function f?(z) + 1 + a attains any value greater
than a™ + a + 1. Hence (4) shows that

f(f@) +fy)=z+y+a®—1 (5)

for any z > a* +a+ 1, y > 0. Now it follows from (3) that (5) is
fulfilled for any z,y > 0. Indeed, given x,y > 0 choose an n € N such
that = + n(a + a®) > a* + a + 1. Then

F(f @)+ f() = f(f(z +nla+a*) + f(y)) —nla+a®) =

=z+nla+a®)ty+a*—1—-nla+a®)=x+y+a*—1
Replacing = and y respectively with f(z) and f(y) in (5) we get

fle+y+2d®) = f(z)+ fly) +a* — 1. (6)

Hence
flx+2a®)+ fly—20°) = flx+y+20°) +1—a—a® = f(z) + f(y).

This shows that f(x + 2a%) — f(z) = b for any x € RT where b is a
constant. Set g(z) = f(z) + ¢ where ¢ = a> + a — 1 — b. Then (6) can
be rewritten as g(x + y) = g(x) + g(y) for all z,y € RT. Taking into
account that f(z) > 0 we see that g(x) > ¢ for any + € R*. Hence it
follows from Problem 99 that g(x) = g(1)z, i.e. f(z) = g(1).x — ¢ for
any * € R'. Now it is easy to check that this function satisfies the
given conditions if and only f(z) = x for any 2 € R™.

Problem 107. (Bulgaria '2004) Find all functions f : R — R such
that

2) (@) = Fu)f(

for any = # y.

Tty
r—y

) = f@) + )

Solution. It follows by (2) that if x # y and f(x) = f(y), then
f(z) = f(y) = 0. Assume now that f(a) = 0 for some a # 0. Then ei-

ther f(z) = 0, or f(iig) = 1. So, if f(x) # 0 for some z, then
1
f(x—l—a> = f<1+a> = 1. Then the proved above implies that
T—a —a
1
rrae_ 1—1—(17 that is, # = 1. Hence f(x) = 0 for z # 1. Now (2)
T—a —a
shows that f(1) = 0. Thus, either f =0, or f(z) # 0 for z # 0. The

zero function obviously satisfies (2).
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or x # 0. Then f is an injection. For y = 0 we
1) = f(0)(f(1)+1). Since f is not constant, then
0. Replacing y by zy in (2), we obtain that

L+y\  f(z)+ f(zy)
f<1 +y)  f(@) = flay)

get that f(x)(f(

Let now f(z )17? 0 fi
f(1) =1and f(0) =

In particular,

f<1+y> _ M+ 1)
L+y/  f(1) = fly)
Since f(1) =1, it follows that
f@)+ fley)  F)+ )
flx) = flzy)  fQ1) = fly)

It is easy to see that this equality is equivalent to

fley) = f(@)f(y),
that is f is an multiplicative function. Then f(z?) = f?(x) = f?(—x)
and the injectivity of f implies that f(z) = —f(—z) > 0 for z > 0.
Now (2) shows that f(z) > f(y) for x > y > 0. Then lg f(e”) is an
additive strictly increasing function and hence f(x) = x® for x > 0.
Substituting this function in (2) shows that a = 1, that is f(z) = x for
any .

Problem 108. (India 2003) Find all functions f : R — R such that
(3) f+y) + f@)f(y) = f(x) + Fly) + f(ay)

for any x,y.

Solution. Using (3) several times, we obtain that
flet+y+z)=flo)+ fly+2)+ flay+2z) - fo)fly+2) =
flx) + (L= f(2)(f(y) + f(2) + f(yz) = fF(y)[(2))
+f(wy) + f(z2) + f(2y2) — fay) f(z2)
f@)+ )+ f(2) + flay) + f(yz) + f(z2) + f(
—f@)f(y) = Fw)f(z) = [(2) ()
+f(2yz) = flay)f(x2) = f(2)f(yz).

Hence the term in the last line is a symmetric function of x, y 2, which
implies that

F(@Pyz) = flay) f(xz)— f(2) f(yz) = flay®z)—flay) f(yz)— f(y) f(xz).
For y = 1 we get that

f@*2) = (a = 1) f(zz) + f(2)f(22),

z)f(y)f(2)
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where a = 2 — f(1). On the other hand, again (3) shows that
f(@®z) = f(o+x2) + f(2) f(2z) — f(2) - f(z2).

Therefore,
flx+zz2) = af(:cz) + f(z).
For z = 0 we obtain that af(0) =
If a =0, then f(1+2) = f(1), that is, f = 2.
Let f(0O ) = 0. Then f(z) = —af(—z) = a*f(x) and hence either
f=0,ora®=1.
1 1

If a=—1,then =3 = f(1)=f (5) —f <§> = 0, a contradiction.

Let a = 1. Setting z = Y Jeads to
x
flety)=fx)+ fy)

for any z # 0 and any y. The same remains true holds if z = 0. It
follows now by (3)that

flxy) = f(@)f(y).

Then f(z +y) = f(x) + (f(y/¥))* = f(x) for y > 0. Hence f is an
additive increasing function and therefore f(z) = f(1)r = x.
So, f =2, f =0or f(z) = x. It clear that all the three functions
satisfy (3).
Exercises

Problem 109. (Bulgaria, 1994) Find all functions f: R — R such
that

of(z) —yfly) = (x —y)f(z +y)
for all z,y € R.
Problem 110.Find all functions f :: R — R that satisfy
fl@+y) + flay) = f()fly) +1

Problem 111.Find all functions f: N — N such that
f(Fm) + f(n)) =m+n

for all m,n € N.

Problem 112. Denote by T the set of real numbers greater than 1.
Given on n € N find all functions f: T'— R such that

f@™ +y") =" f(x) +y" f(y)
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forall z,y € T.

Problem 113. (Russia '1993). Find all functions f: Rt — R* such
that

fa) = f(x)!®
for all z,y € R*.

Problem 114. (generalization of Problem 94) Find all functions
f: Rt — R which are bounded from above on an interval and such
that

ff(y) =yf(x)
for all z,y € R™.

Problem 115. (generalization of Problem 95) Let S be the set of
all real numbers greater than —1. Find all functions f: S — S which
are bounded from above on an interval and such that

fle+ fly) +2f(y) =y+ flz) +yf(z)
for all z,y € S.

Problem 116. (IMO ’2002) Find all functions f: R — R such that

(f(@) + fE)(fy) + f(t) = flzy — 2t) + f(xt + y2)
for all z,y, 2,t € R.

Problem 117. (Korea 1998) Find all functions f: Ny — N, that
satisfy
2f(m* +n?) = f(m)* + f(n)*
for all m,n € Nj.
Problem 118. Find all functions f: R — [0;00) that satisfy

f@+97) = f(a® — ) + [(2ay)

Problem 119. Find all functions f :: R — R that satisfy
fly+z2f(x) = f(y) +xf(2)

Problem 120. Find all functions f :: R — R that satisfy
fzf(z) +y)=z2f(x) +y
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Problem 121. Find all continuous functions f: R" — R that sat-
isfy

f(xlvm%"')'xn)+f(y17y27"'ayn):f(x1+y1""7xn+yn)

Problem 123. Given an integer n > 2 find all functions f: R — R
such that
fE"+ f(y) = () +y
for all z,y € R.

Problem 124. Let n > 3 be a positive integer. Find all continuous
functions f: [0;1] — R for which f(xy) + f(z2) + ... + f(z,) = 1
whenever x1, zy,...,x, € [0;1] and 21 + 2o+ ... + 2, = 1.

Functional Equations for Polynomials

Problem 125. (Romania '2001) Find all polynomials P € R|x]
such that
P(z)P(22* — 1) = P(2*)P(2z — 1)
forall z € R.

First Solution. It is obvious that the constant polynomials are
solutions of the problem. Suppose now that degP = n > 1. Then
P2z — 1) = 2"P(z) + R(z) where either R = 0 or degR = m <
n. Assume that R # 0. It follows from the given identity that
P(z)(2"P(2?) + R(x?)) = P(z*)(2"P(z) + R(x)), i.e. P(x)R(z?) =
P(2*)R(z) for all z € R. Hence n+2m = 2n+m, i.e. n =m, a con-
tradiction. Thus R = 0 and P(2x—1) = 2"P(x). Set Q(x) = P(z+1).
Then

Q(2r) = 2"Q(x) (1)
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for any z € R. Set

n

Qz) = Z apz™ ",
k=0
Then comparing the coefficients of " — k on both sides of (1) gives
ap2" % = 2%ay, ie. a, = 0 for k > 1. Hence Q(x) = apz™ and therefore
P(z) = ag(x — 1)™.

Second Solution. Suppose that P # 0 and set

n
= g apz" "k
k=0

where n = degP and ay # 0. Then

iakx Zak 2x - 1" Za xz(”kZak (2 — 1)"
k=0

Comparing the coefficients of 3"~* k > 1, on both sides gives

(033N + Rl(ao, e ,ak,l) = aoak2”*k + RQ(CL(), Ce ,ak,1>
where R; and R, are polynomials of £k — 1 variables. Hence ay is
determined uniquely by aq, ..., ax_1. This shows that for given ay and
n there is at most one polynomial satisfying the given condition. On the

other hand it is easy to check that the polynomials P(z) = ag(x — 1)"
are solutions and therefore they give all the solutions of the problem.

Third Solution. Suppose that the polynomial P(z) has a complex
root a # 1. Of all these roots take that for which the number |a—1| # 0
is the least possible. Let 3 be a complex number such that o = 23% —

a+1

Setting x = 4+ in the given equation we see that either P (T) =0
: Lo o+l
or P(28—1) = P(—28—1) = 0. The inequality 'T — 1‘ < |la—1]
a+1 )
shows that P (T) #0,ie P(26—1)=P(-28—-1)=0. Then
20(8 = 1)(B+ 1) = o — 1] < min([(26 — 1) — 1], |(=26 — 1) — 1)
and # # 41 imply that max(|3 — 1|,|3 + 1]) < 1, i.e. 3 = 0. Hence
a = —1 and therefore P(z) = (z+1)*Q(z) where k > 1 and Q(—1) # 0.
Substituting in the given identity gives
(2 + 1) 2" Q2)Q(22% — 1) = (2 + 1)Q(2*)Q(2x — 1).

Setting = 0 in this identity gives Q(0) = 0 since Q(—1) # 0. Thus
P(0) = 0 which contradicts the choice of &« = —1 since |-1—1| > |0—1].
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Hence all the roots of the polynomial P(x) are equal to 1 and therefore
P(z) = ag(x — 1)™for some real constant ag.

Problem 126. (Bulgaria '2001) Find all polynomials P € R[z]
such that
P(z)P(22° + 1) = P(z*)(P(2x + 1) — 4)
for all z € R.

First Solution. This solution is similar to the first solution of
Problem 26. It is obvious that P = 0 is a solution. Suppose now that
P #0. Then P(2x + 1) = 2"P(x) + R(x) where n = degP and either
R =0 or degR = m < n. It follows from the given identity that

P(z)R(z*) = P(2*)(R(z) — 4x).

Hence R # 0 since otherwise P = 0. Suppose that m > 2. Then
comparing the degrees of both sides gives n+2m = 2n+m, i.e. n = m,
a contradiction. Thus m < 1 and 1 > k = deg(R(z) — 4x). Now the
equality n+ 2m = 2n+ k shows that n = 2, m = 1, k = 0 and therefore
P(z) is a quadratic function such that

P2z +1) =4P(z) + 4z + c. (1)

On the other hand setting x = 1 on the given identity gives P(1) =0,
ie. P(xr) = a(r — 1)(z — b). Substituting this in (1) implies that
P(x) = 22 — 1 and one checks easily that this polynomial is a solution
of the problem. Thus P =0 or P(z) = z* — 1.

Second Solution. (based on an idea of M. Manea) First we shall
show that if P is a nonconstant solution then all the roots of the poly-
nomial P(z) are real. Assume the contrary and let @ € C be a root
of P(z) with argument ¢ € (0,27). Since the coefficients of P(z) are
real it follows that @ is a root of P(x). Hence we may assume that
¢ € (0,7) and that ¢ is the least possible argument of the complex
roots of P(z). It follows from the given identity that at least one of the

complex numbers /|« (cosg + isin g) and 2a+ 1 is a root of P(z).

This is a contradiction since the arguments of both numbers belong to
the interval (0, ¢).
Suppose now that degP = n > 2 and set
P(z) = Z apz™ ",

k=0



58

Then comparing the coefficients of 23n — 1 on both sides of the given
a

identity we get 2"aga; = ag(n.2" tag+2"'a,), i.e. — = n. Hence the
a

sum of all roots of P(z) is equal to —n. Since 1 is a root of P(z) (set
x = 1 in the given identity) we conclude that the least root o of P(z)
is less than —1. On the other hand it is easily seen that at least one of
the numbers iy/—a and 2a+1 is a root of P(x). This is a contradiction
since 74/ —a is not a real number and 2a + 1 < a.

Finally, we see as in the first solution that if degP < 2 then P = 0
or P(z) = a2 — 1.

Problem 127. Let {P,}°°; be the sequence of polynomials defined
by:
Pi(r) =2, Pyyi(z) = P2(x)+1, n>1.
Prove that a polynomial P satisfies the identity
P(x* +1) = P*(z) + 1
for all x € R if and only if P belongs to the above sequence.

Solution. Let P satisfies the given identity. Then P?(x) = P?(—x),
hence for any x either P(x) = P(—x) or P(x) = —P(—xz). It follows
that P(x) = P(—x) or P(z) = —P(—xz). In the second case we get
P(0) = 0 and an easy induction shows that P(n) =n for any n € N.
Hence P(z) = x for all x € R and this polynomial belongs to the given
sequence. In the first case it follows easily that P(z) = Q(2?) where Q
is a polynomial. Then

Q((z*+ 1)) =P@*+1)=P*(2) +1 =Q* 2 + 1

and setting R(z) = Q(z — 1) we see that R(y* + 1) = R*(y) + 1 for
y=1x?+1. Hence R(y*+ 1) = R*(y) + 1 for all y € R. Thus

P(z) = R(z* + 1) = R*(z) + 1

d
where degR = 97 and the polynomial R satisfies the given condition.

Conversely, if R is a polynomial satisfying the given identity then the
same is true for the polynomial P(z) = R(z*+ 1). Now the statement
of the problem follows by induction on the degree of P.

Problem 128. (Bulgaria 2003) Assume that P € Z[X] is a polyno-
mial such that P(z) = 2" has at least one integer root for all natural
n. Prove that P is linear.



59

Solution. We use the following lemma, approximating polynomials
by powers of linear functions:
Let P(z) = az" +bz" '+ ...,a>0,n>2. Set u= {/a,v=—L.

Then

| llim |/ P(z) —uxr —v| =0
(note that if n is even then P(x) > 0 for all sufficiently big |z| so
{/P(x) makes sense. We also have two values of {/P(z) for n even,
we pick up the logical one)

Proof: consider (uz 4+ v)™. It’s leading two coefficients coincide with
those of P hence (ux + v)" — P(x) has degree at most n — 2. Let
VP(z) = uf(x). If |f(z) — ux — v| > € then |(uz + v)* — P(z)| =
()" — Fr(@)] = [0z +v) — F@IF () + -+ (w4 0) ) >
e(ur + v)"" ! is |z| is big enough so that f(z) and ux + v have the
same sign (positive if x > 0 and negative if z < 0. For n even we have
two complementary possible values for f, we choose the one which has
the same sign with uz + v). But e(uz + v)"~! has degree bigger that
(ux 4+ v)™ — P(x) so our inequality can hold only x < C' for some C
thus for x > C' we get |f(z) — ux — v| < € and taking ¢ — 0 we get
the result. Note that we might have f(x) = —{/P(z) if n is even and
x < 0, it’s still a n-th root of P.

Now assume deg(P) > 2 and approximate P by (ux 4+ v)™ as in the
lemma. Let k, € Z such that P(k,) = 2". Clearly |k,| — oo because
(kn) is a sequence of distinct numbers. Thus if f(z) = ¥/ (P(z)) (if n is
even consider only |z| sufficiently big such that P(z) > 0) then we have
limy, oo | f(kn) — uk, —v| = 0. Now f(k,) = ¥/2". If u is rational, pick
up ¢ € N suck that ug € Z then we have lim,,_ |¢f(kn) —quk, —quv| =
0 50 lim, o |q ¥/2" — quk, — qu = 0] thus lim, .. {q ¥/2"} = {quv}. If
we take m|n we see that the Left-Hand Side is zero so {qv} = 0. Now
take m = In + 1 to deduce that lim; . {q2' ¥/2} = {qu}. Now ¢ ¥/2 is
irrational hence its representation in base 2 has infinitely many digits
of 1 and 0 so infinitely many blocks 10. If the digit on position [ + 1
after zero is 1 and the digit on position [ + 2 after zero is 0 then
1 < {q2'¥/2} < 2 and it cannot tend to zero, contradiction. If u is
irrational then we can take n = Im to get lim;_, |2! — uky,, — v = 0
so lim! — oo[2'2 — 2 — k.| = 0 which implies lim;_.{2'2} = {%}.
Now let’s look at the irrational number % in base 2. It must have
infinitely many ones and zeroes. Now if the block 11 or 00 would meet
in the binary representation a finite number of times, then starting
from some point the digits of % would be 101010... so % would be
rational, impossible. So one of them, say 11 meets an infinite number
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of times. As we have infinitely many zeroes and ones, the blocks 01
must also occur an infinite number of times. So if the [ + 1%, ] + 2"
digits of + are 1 we get 2 < {2/1} < 1 but if [ + 1% ] 4 2t digits of
L are 0 and 1 we have ¥ < {21} < 1. So {2”} has infinitely many
members in the disjoint intervals [1; 2] and [3; 1] thus cannot converge.
We derive an analogous contradiction if 00 meets infinitely many times.

[Remark: The conclusion lim, .{z,} = z if lim, ooz, = x is
inaccurate as seen by the example z, = 1 — 2 = 1 so {z,} —
1,{x} = 0. This is however the only possible kind of counter-example,

and it doesn’t affect our reasonings above, as you can check.]

Problem 129. (Belarus '1996) Prove that if P, Q) € R[z]and P(P(z)) =
Q(Q(1—xz)) for allz € R then there exists R € R|x]such that P(z) =
Q(z) = R(z(1 —z)) for all z € R.

ThSezlution. Set F(z) = P (x + %) —% and G(z) = Q (z - %) - %
P(P(x)) = F (P(x) - %) + % _ (F (x - %)) + %

Analogously Q(Q(z)) = G <G (x - %)) + % Hence

| r(r(e-3))=0(e(z-2))

F(F(2)) = G(G(~x)) 1)

for all z € R.

We shall show that F(z) = G(z)
degF = degG. Set

G(—x). Tt is obvious that

apax™F ,G(x bpx™™
Z Z

where ag, by # 0. Then comparing the coefficients of z” "* on both sides

2 .
of (1) gives agtt = b0 (—1)"". Hence n is an even number and ag = by.

Now rewrite (1) as
ag(F"(z) — G"(—2)) = biG" H(—=2) + -+ b, —ar  F" N x) — -+ — a,.

It is clear that the degree of the polynomial on the right hand side is
less or equal to n(n — 1). On the other hand

F'(z) — G"(—x) =
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(F(2)—G(=2))(F" Y (2)+F" *(2)G(=2)+ - -+ F(2)G" ?(—2)+G" ! (—x))

and the coefficient of 2™~

in the second factor on the right hand
side is equal to nay~' since n is even and ag = by. This shows that
G(—z) = F(z) + ¢, where ¢ is a constant, If I is a constant, then G
is the same constant by (1). If F' is not a constant, then neither is

G, so F(y) = G(y + ¢) for infinitely many y by (1), hence for any y.
Thus, G(—x) — ¢ = G(z +¢) and for x = —g we get that ¢ = 0. Hence

G(—z) = F(xz) = G(x). It follows that G(x) is an even function hence
there is a polynomial H(z) such that F(z) = G(x) = H(z?). Then
P(z) =Q(z) = R(z(1 — x)) where R(z) = H (i - :13) + %

Another solution is also possible, based on the lemma established
while solving the previous problem. Let n = deg(f) = deg(g) > 0 (if
f, g are constants the problem is trivial). Let a be the leading coefficient
of P, b the leading coefficient of Q). As the leading coefficient of P(P(z))
is " while the leading coefficient of Q(Q(1 — x)) is (—=1)"b""! we
get @ = +b. If a = —b then we get "™ = (=1)*""1q"" 50 a = 0
impossible. Thus a = b and n is even. If a > 0 approximate P(z) by
(uz+v)" and Q(z) by (ux+w)"™. We get lim,—oo| Y/ P(P(x))—uP(x)—
vl =lim, o |V/Q(Q(1 — ) —uQ(l —2) —w| =0. As {/P(P(z)) =
V/Q(Q(1 — x)) we conclude that lim,_.o|uP(z)+v—uQ(l—z)—w| = 0
possible only when Q(z) = P(1 —z) +c for ¢ = *=*. Thus P(P(x)) =
Q(Q(1—z)) can be rewritten as P(P(x)) = Q(P(x)+c) and we deduce
from here P(z) = Q(z + ¢). Particularly if 1 — 2 — ¢ = x which
holds for © = 15¢ we have P(z) = Q(z +¢) = Pl —xz —¢) +¢
so ¢ = 0. Thus we get P(z) = Q(z) and Q(z) = P(1 — x). As
P(z) = P(1 —x) if r is a root of P then sois 1 —r and 1 —r # r for
r % % So all roots not equal to % group into pairs (r,1 — r). Hence
P(z) = a(z—3)"[[(z—r)(x—1+4r). As nis even, m is also even so we

i

get P(z) = Q(z) = a((z — 5)*) % [[(2? — 2 +r(1 - 7)) = aR(z(1 - 7))

n

where R(z) = (=1)2 (=1 —2)% [[(x —r(1 —1)).

Problem 130. Find all polynomials P with rational coefficients
that satisfy

—x +4/3(1 —2?)
2

P(z) = P( )

whenever |x| < 1.
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Solution. We have (*) P(w) = Q(z) + /31 — 22)R(x)
(this can be proven by Newton’s Binomial Formula) hence R = 0 and
Q = P and then P(z) = P(—V2U=)y — p(z2V3U) e
condition holds for all z if we extend it to complex number. Let r(z) =

AR ”23(1_962) We have r3(x) = 1. This can be checked manually but
can also be prove if we note that P(cost) = cos(t + %F). If w is a root
of p then so is P(r(w)) = 0 from (*) and then P(r(r(w))) = 0. Then
(z —w)(x —r(w))(z—r(r(w)))|P. But Qu(r) = (z—w)(z—r(w))(z—
r(r(w))) = (z* — 32 — w?®) satisfies our conditions and hence so does

QL. Continuing this operation we shall reach a constant at some point

hence P =[] Q. = R(z* — 3) where R = [[(z — w*). We must have
R € Q[z] otherwise if aj is the irrational coefficient at the smallest
3

power k then the coefficient of 2* in R(2® — 32) would be irrational.

It’s clear from the proof that R(z® — 3z) satisfies our hypothesis.
Problem 131. Find all polynomials P with only real zeroes that
satisfy

P(z)P(—z) = P(2* — 1)

Solution. If r is a root of P the by setting x = r we conclude
that g(r) = r> — 1 is also a root of P. Then g(g(r)) is also a root
of P and so on. As we may have a finite number of roots, we may
encounter a root for a second time, so g(g(...(s))) = s for some s
in the sequence. Now let’s find r. g(r) —r = (r — u)(r — v) where

u= _1;‘/5,1) = _1*2'\/5. glgir))—r=r(r+1)(r—u)(r—uv). Ifr < -1
then set x = /1 + r to obtain that £+/1 + r is a root of P but it is not
real so this case is not possible. If r = —1 then g(r) = 0,¢9(g(r)) = —1
so z(x + 1)|P. If r € (—1;u) then g(r) € (u;0) and g(g(r)) € (—1;u)
but g(g(r)) —r=r(r+1)(r—u)(r —v) < 0so g(g(r)) < r. We repeat
the reasoning with g(g(r)) and so on to obtain and infinite decreasing
sequence of roots of P in (—1;u) contradiction. If » = u then u — z|P.
If r € (u;0) then g(r) € (—1;u) and we have shown no root can occur
in (=1;u). If r =0 then g(r) = —1 and z(z + 1)|P. If 0 < r < v then
+sqrtl +r is a root of P. As P has no roots less than —1, /1 +r
is a root of P. Also r < v/1+r,v/1+r < v and we can build an
increasing sequence of roots of P in (0;v). If r = v then v — z|P. If
r > v then g(r) > v is a root of P and continuing this operation we
get an infinite increasing set of roots of P greater than v. So all roots
can be —1,0,u,v. As z(x + 1),u — z,v — x all satisfy the condition,
we can divide P by any of them and repeat of reasoning to get that
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P(x) =a2™(x + 1)™(u — z)?%(v — ). If P is a constant then P =0 or
P=1.

Problem 132. Suppose that f is a rational function in x that
satisfies f(x) = f(%). Prove that f is a rational function in z 4 L.

Solution. For a polynomial P with P(z) # 0 let P* be z%9F)P(1).
We directly prove that (PQ)* = P*Q* and if P(z) = a,2™+...+ag then
P*(x) = apx™+. . .+a, where apa, # 0. Next if P = as,2*"+. . .4apis a
polynomial of degree 2n that satisfies P = P* we conclude a, 1y = @,k
thus % = an + Y i Gpi(zt + xi) Now for any k xF + xik is a
polynomial in z + % This is proven by induction on n: if we set
Gn = =" + fn then ¢,+1 = ¢.q¢1 — ¢n—1 and from here it’s clear how

to show that ¢, is a polynomial in ¢;. Therefore Px(ff ) is a polynomial

in z+ i Finally let f = ¢ where g, h are coprime polynomials. Set
deg(g) = k,deg(h) = 1. We can assume g, h are monic. We distinguish
three cases:

a) h(0) # 0. Then let g = 2™g;(x) where g1(0) # 0. We have

m €T 1 m * * m— *
o) — DL thus 22 gy (2)h (2) & = ()7 (2) 7k s0 2R gy (2)hF () =

gi(z)h(x). We get I + m = k and g} (x)h*(x) = gj(x)h(x). Now as
(g1, h) = 1 we conclude g;|g] so gf = kg1 then h* = kh. Then the roots
of gigroup into pairs w,% which consist of different numbers unless
w = =£1 hence the free coefficient of g is =1 depending on whether
1is a root of g;. So k = £1. If k = —1 then 1 is a root of ¢g; and
analogously a root of h contradicting the coprimality of g, h. So k = 1.
Also note that deg(g;) = deg(hy) — 2m. We can suppose deg(g;) and
deg(h) are even because otherwise we can multiply ¢,k by  + 1 and
still have g7 = g1, h* = h because of the multiplicativity of * and since

(x+1)* = x + 1. Therefore m, %Pgh are polynomials in = + l as

we have proven above. Thus %le(deg(h) deglg1)) = mgl(z) = f(z) is a
rational function in x + % , as desired.

b) h(0) = 0. Then ¢(0 ) # 0 as (g,h) = 1. We repeat the argument

of a) for %

Problem 133. (Bulgaria '2006) Find all polynomials P and @) with
real coefficients such that for infinitely many x € R one has that
P(z) Plrx+1) 1
Q@) Q+1) w@+2)
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Solution. Set R(z) =

—_

n—1 n—

R(z)—R(z+n) =Y (R(x+i)—R(z+i+1)) =

1=0

18527 1 1 1/1 1 1 1
= - - — - == -+ — + .
21,:0 r+1 x+i1+2 2\z z+1 xz4+n x+n-+1

Therefore,

1
(x+i)(z+i+2)

@
Il
=)

. 1 1

Since this limit does not depend of = (why?), we conclude that R(z) =

1 1 P(z)  P(x)
‘o T M 5G) T Qo)

Po(xg) =z + % +cx(x+1), Qo(z) =z(x+1).

where

Since Py and () are relatively prime, then for infinitely many z, hence
for any z, one has that P(x) = R(z)FPy(z) and Q(z) = R(x)Qo(z),
where R is an arbitrary nonzero polynomial and ¢ € R. Conversely, the
polynomials of these forms satisfy the given condition.

Remark. One can show the following:
Let @« € R and R be a rational function with real coefficients such

1

that R(z) — R(x + 1) = P for infinitely many = € R. Then
1= _

a € Z, a # 0. Moreover, if a > 0, then R(x —Z ,,andlf
a +1

< 0, then R(x) ! 2&: !
a en R(xz) =c— —
’ a = x+i
Exercises

Problem 134. (Bulgaria '2001) Find all polynomials P € R[z]
such that
P(z)P(z + 1) = P(2?)
forall z € R.

Problem 135. (IMO 1979, Shortlisted Problem) Find all polyno-
mials P € R[z] such that

P(z)P(22%) = P(22° + )
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for all z € R.

Problem 136. (Romania '1990) Find all polynomials P € R|x]
such that
2P(22° — 1) = P*(z) — 2
forall z € R.

Problem 137.Let k,l € N be integers. Find all polynomials P for
which zP(z — k) = (x — ) P(x)

Problem 138.Find all nonconstant polynomials P that satisfy P(z)P(z+
1)=P(z*+z+1).

Problem 139. Find all polynomials P € C[X] that satisfy P(x)P(—x) =
P(x?)

Problem 140. Find all polynomials P(x) which are solutions of the
equation P(z% —y?) = P(z — y)P(z + y)

Problem 141. Find all polynomials P € C[X] that satisfy P(2z) =
P'(z)P”(x)

Iterations and Recurrence Relations

Problem 142.(Nordic Contest 1999)A function f: N — R satisfies
for some positive integer m the conditions f(m) = f(1995), f(m+1) =

1996, f(m+2) = 1997 and f(n+m) = ;gzgﬂ Prove that f(n+4m) =

f(n) and find the least m for which this function exists.

Solution. If h(z) = 2= then f(n +m) = h(f(n)) so f(n + 4m) =

ha(f(n)). We need to check that hy(x) = x. Indeed ho(x) = %H =
=% and therefore hy(z) = ha(ho(z)) = x. We've solved the first part of
the problem. The least possible value of m is 1. Then f(n+4) = f(n)
so f(1997) = f(5) = f(1). But we know that f(1997) = f(3) =
ho(f(1)) = ﬁf) Thus m = 1 gives us f(1) = % so f(1)2 = —1
impossible. similarly m = 2 gives f(1995) = f(3) = f(2), f(1996) =
f(4) = [(3), f(1997) = f(5) = [f(4) thus f(2) = f(3) = f(4) = [(5).
Then h(f(?)) = f(2). But the equation £ = z givesus x —1 = 2° 4z

so again z© = —1 impossible. Finally if m = 3 then for any value of
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f(1), f(2), f(3) we can compute f inductively. Because 12/1992, we get
£(1995) = f(3) = f(m) and so on so m = 3 is the answer.

Problem 143. Find all f: N — N that satisfy f(n) + f(n+1) =
f(n+2)f(n+ 3) — k where k 4 1 is a prime number.

Solution. This is mainly a sequence problem. Set a, = f(n) to
get a, + api1 = Gpyoa,43 — k. Writing this condition for n — 1 we get
Ap + Ap_1 = Qpi2ay+1 — k. Subtracting them we get (a,+1 — ap_1) =
Api2(Gpyg—ani1). So if we set by = agi2—ag we get by,_1 = Gpyobyi SO
bpi1 = Z:;; SO |bpy1| = JZ:;;‘ So [bpy1] < |by| and if b,y # 0, ap10 # 1
then |b,y1] < |bn_1| and b,11 # 0. Then again if a,,4 # 1 we will get
1brts| < |bpil, bnts # 0 and so on. This would produce an infinite
sequence of decreasing positive integers which is impossible. Therefore
either b,_; = 0 or the sequence a,2,an14,..., becomes eventually 1.
Set n = 3 to see that (*) either as = a4 or ag,+; = 1 for all m > my.
Likewise if we set n = 2 we see that (**) either a3 = a; or ag,, = 1 for
all m > my.

a) Assume that as = a4. Then by = 0 and hence by induction by, = 0
SO Ugmio = oy, hence as, = as. If as # 1 then we must have a; = ag
by (**) and hence by induction ag,,+1 = a1. Thus the condition written
for n = 1 becomes as+a; = asa; —k or (aa—1)(a;—1) = k+1. Ask+1
is prime, one of as — 1 is k+1 and the other is 1. So either f(n) = k+2
for even n and f(n) = 2 for odd n or viceversa: f(n) = 2 for odd n
and f(n) = 2 for even n. Both functions satisfy the condition. Now if
az = 1 then ag,, = 1 and we have 1 + f(2m + 1) = f(2m + 3) — k so
f(2m+3) = f(2m+1)+k+1. We conclude that f(2m) = 1, f(2m+3) =
m(k+1)+4a where a = f(1). This function also satisfies the condition.

b) Assume that ag,+1 = 1 for all m > my. By (**) either ag, = 1 for
all p > po or ag = ay. If ag, becomes eventually 1 set n > 2mg + 1, 2py
to get 1 +1 = 1 — k impossible. Hence a3 = a; and like in a) we
conclude agy,11 = ay. AS a9y is eventually 1 we have a; = 1. Then
like in a) we conclude that f(2m) = (m—1)(k—1)+a where a = f(2).
It also satisfies the condition.

Problem 144. Find all functions f: N — N such that
FUF) + f(f(n) + f(n) =3n
foralln € N.
Second Solution. In this case we get the recurrence relation

apy3 + apy2 + app1 = 3ag
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with characteristic equation 2® + 2% + 2 = 3. Its roots are equal to 1
and —1 4+ v/2, i.e.
ar =co+ (=1 4+ V2)F + (=1 —V2)F, k>0.

Since a; > 0 and | — 1 — /2| > 1 > | — 1 + /2| we conclude as in the
solutions of the previous two problems that ¢ = 0 from where ¢; = 0.
Hence a; = ag, i.e. f(n) =nforalln € N.

Problem 145. (BMO ’2002) Find all functions f: N — N such
that
2n 42000 < f(f(n)) + f(n) < 2n + 2002

foralln € N.

Second Solution. Fix an n and set
ap =mn, ary1 = flag), ¢ = apy1 —ax — 667, k>0,
Then
2a;, + 2001 < agyo + a1 < 2ax + 2002,
0<cry1+2c <1, k>0.

We shall prove that ¢y = 0. Assume the contrary. Then we may assume
that ¢y > 1 since otherwise ¢; > —2¢y > 2 and we consider the sequence
c1,Co, ... We have

Cokra > —2c2k + 1 > 4cop — 2 > 29
and it follows by induction that cq, > 2%, k> 0. Hence
Qopio = Aok + Cop + 2k + 1 4+ 1334 < agy + 1335 — ¢ <
<ag +1335 -2, k>0,
Summing up these inequalities gives
ase < ao + 1335k — 28, k> 0.

This inequality shows that ag, < 0 for all sufficiently large k, a contra-
diction. Thus ¢y = 0 and f(n) = n + 667 for all n. It is easy to check
that this function satisfies the given conditions.

Problem 146. (IMO 1997, shortlisted problem) Prove that if the
function f: R — R is such that |f(x)| <1 and

s (e 8) (o) (o4

for all x € R then it is periodic.
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Solution. We have
1 1 1 1
f($+6+?) —f($+?) :f<$+6) —f(:E)
which implies

f<x+§+%)—f(x+%—l—%)Zf(x+g)—f(x+%)

for 1 < k < 6. Summing up these inequalities gives
1 1
f(l‘—i-l—f—?) —f(il?—i—?) :f(l’—Fl)—f(.CE).

Set g(z) = f(x+ 1) — f(x). Then g x—i—% = ¢g(z) which implies

g(z) = g(w%) - g(z+§) = ... = g(z + 1). Hence g(z) =

g(x +n) for any n € N. Then
flx+n) = fo) = (fle+n) = fletn-1))+---+(fle+1) = f(2)) =
=g(z+n—-1)+ -+ g(x) =ng(z)

- f@+n) — f(z) = ng(x)

for any € Rand n € N. Hence

nlg(x)] = [f(z +n) = f(@)] < |f(z +n)[ +[f(2)] <2,
ie. nlg(z)| <2forany z € Randn € N. This shows that g(z) =0
for any z € R,ie. f(z+1)= f(z).

Problem 147 Let 0 < a; < as < ... < a; be integer numbers,
bo, ba, bs, ..., by be reals such that b, = £1 and by + byz® + ... + bpax®
has all roots of absolute value 1. Let f be a bounded function such
that

bof(x)+bif(x+a)+...+bpf(x+ap) =0
Show that f is periodic.

Solution This is a generalization of the previous problem. (Set
g(x) = f(43) to obtain g(z +13) + g(z) = g(z + 6) + g(x + 7) and the
polynomial z'? — 2% — 27+ 1 = (2% — 1)(2" — 1) has all roots of absolute
value 1). However the method is hard to generalize as here we have a
very vague and complex relation. The fact that a; are rational can help
us to reduce the problem to a polynomial recurrence. Now we employ
two lemmas which will help us. Both are well-known.
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Lemma 1: If wq,ws,...,w; have absolute value 1 and a,, = w} +
wy + ...+ wyp is not identically zero then there exists an € > 0 such
that |a,| > € for infinitely many n.

Proof: Let w; = €™ where a; € R. For any n, consider the k-uple
({nai}, {nas}, ..., {na}). If we divide [0; 1)* into N* boxes [£; 1) x
[j, j“) then taking n > N* we deduce that for some 4, j < n the
k-uples ({zal} {ias}, ..., {iax}) and ({ja1}, {jaz},. .., {jaxr}) will fall
into the same box, and this means that |{ia,,} — {jan}| < % therefore
((i = j)am) < & where we denote (z) = mln({x} 1— {x}) We thus
conclude that |w —wl | = 1—wii| < |l—e¥| = 2sin & < 27 hence
if we denote by r = i —j we get |a; — a;4,| < ZE. Now if we take a; such
that a; # 0 we can denote € = M Now takmg N; such that M <3
we find r; such that |a; ., — a4 < £ 50 |ajr | > (14 1)e. Now takmg
N, such that % we analogously find o such that @iy, 4r,] > (1+ 7)€
Reasoning by induction we find 71,79, ...,7; such that |@;ir, 4. 4r| >
(14 )€ and this guarantees the claim.

Lemma 2: If P € Z[X] is monic and has all roots of absolute value
1 then this roots are roots of unity.

Proof: Let P(X) = (x — wy)(z — wa)...(x —w,). Let P(X) =
(z — wh)(xz —wh) ... (w—wF). As P, is symmetric in wy, wy, ..., wy,
its coefficients express as integer polynomials in the symmetric sums
of wy,ws,...,w,. These sums are integers as P € Z[X] thus P, €
Z[X]. However [2™]Pu(z) = |31 cive. cip<n WhWE - wi | < ()
as |w;| = 1. So the coefficients of P;(X) are bounded and therefore for
some k < [ we have Py(X) = P/(X). This means that (wh,wk ... wk)

n

is a permutation of (wh,wh, ..., wh). So wf = w! . Then wf = wl, so
k.2 o l2 . . . k.j _ lj
w; = w;,. Reasoning inductively we get w;” = (O Eventually we
. . . J Jj_ .
return to ¢ (i; = ¢) so we get wf = wl SO wl M =150 w; is a root of
unity.

Now we return to the problem. If we set ¢, = f(z + n) then this
is a polynomial recurrence with associated polynomial by + b;z** +
~.+ bz, Then ¢, = St pi(n)w? for w; the roots of the equation.
Now we claim that p; are constants. Indeed, assume not. Then ¢, =
(do(n)n™ + di(n)n™ ' + ... + d,n(n)) where do,dy,...,d, are simple
polynomial recurrences in wy, ws, . ... Now if k is the smallest such that
dy. is not identically zero, then applying lemma 1 we get infinitely many
n for which |di(n)| > e. Then 2y = dj(n) + d”Tl(n) +.... Also |d;(n)]
is bounded because w; have absolute value 1. Now it’s clear that for
sufficiently big n we have |& — di()| < § thus for infinitely many n
we have = > £ which contradicts the boundedness of f unless k& = 0.
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Thus ¢, = dy(n) and this guarantees the claim. Now as w; are roots
of unity according to Lemma 2 we have N such that w)¥ = 1 hence
Cn = Cppn. As N does not depend on x we get f(z) = f(z + N) as
desired.

Problem 148. (Belarus '1997) Let f: Rt — R* be a function such

that
fQ22) = x+ f(f(z))

for all z € R*. Prove that f(x) >z for any z € R™.

Solution. First note that f(z) > g and let f(z) > a,z for all

xr € RT where a, is a constant. Then

= 1) ) 5%
1

2

Consider the sequence {a, }5° ; defined by: a; =

(1- an)

1. Then a1 —a, = > 0, i.e. the sequence is monotone in-

creasing. Moreover, it follows by induction on n that a, < 1 for any
n € N. Hence the sequence is convergent and denote by a its limit.

1 2
Then a = ta

fa) > 1

, i.e. a = 1. Now letting n — oo in the inequality

x gives f(x) > x.

Problem 149. (China '1998) Let f: R — R be a function such that
f2(x) < 22%f (3)

2
forallz € Rand f(z) < 1forx € (—1,1). Prove that f(z) < %

all z € R.

for

Solution. It is obvious that f(0) = 0. Hence we have to prove the

2f( ) for x # 0. Then

desired inequality for z # 0. Set g(z) =

g°(x) < g (g)

and it follows by induction that

7w zo(2)
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for all x #0 and n € N. Note that g(z) > 0. Hence

T n 22n+1
< 2 <—> < 2
9@) < 3/9(5) = V7

if 2% € (—1,1). Now letting n — oo and using the fact that lim QE =
2
x

0 we get g(x) < 1. Thus f(z) < ) for all x € R.

Problem 150. (Bulgaria '1996) Find all strictly monotone functions

f: Rt — R* such that
22
1(5) =

Solution. We shall show that the function g(z) =

forallz € R™.

)

1S a con-

stant. We have g (L) = ¢g(z) and it follows by induction that

g(x)
T . x x
g (g"(m)) =g(z), ie. f (g"(m)) = Yo for any n € N. On the
other hand the given Condition2gives f ( f{;((i)))) = f(z). Since the
function f is injective we get fff((xx))) =z, ie. g(zg(r)) = g(x). Now it
follows by induction that g(xg™(x)) = g(z), i.e. f(zg™(x)) = xg" ()
for any n € N. Denote f™(z) =f(f...f(z)...). Then
F(xg M (x)) = g™ *(x) (1)

for any k,m € N.
Now suppose that the function g(z)is not constant. Then g(x;) <

k
g(xs) for some xy # 5. Now choose a k such that (g(mz)) < 2

g(r1) Ty
Since the function f is monotone it follows that (™ is a strongly

2m—k
increasing function and (1) implies that (g (xl)) > 22 for all
g(z2) 1
m € N. On the other hand for m large enough the converse inequal-

ity holds, a contradiction. Thus the function g(x) is a constant and
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therefore f(z) = Ca where C' > 0. It is easy to check that these
functions satisfy the given conditions.
Exercises

Problem 151. (Bulgaria '1996) Find all functions f: Z — Z such
that

3f(n) =2f(f(n)) =n
for all n € Z. Problem 152. Find all functions f: R™ — R such

that
f(f(z)) + f(z) = 6z
for all z € R™. Problem 153. Find all functions f: R™ — R™ such

that
ff(f(2) + f(f(z)) =22 +5

for all x € R". Problem 154. Find all continuous functions f: R —

R that satisfy
f(f(2) = fz) + 22

for any x € R.

Problem 155. Find all increasing bijections f of R onto itself that
satisfy

f@)+ (@) = 2

where f~!is the inverse of f.

Problem 156. (M*209) Find all functions f: R — R such that

flx+1)>z+1and f(x+y) > f(z)f(y)

for all z,y € R.

Problem 157. (Belarus '1998) Prove that:
a) if a < 1 then there is no function f: R™ — R such that

P+ ) =ota 1)

forallz € RT;

b) if @ > 1 then there are infinitely many functions f: RT — R*
satisfying (1).
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Problem 158. (Bulgaria '2003) Find all @ > 0 for which there exists
a function f: R — R having the following two properties:

(i) f(x)=ax+1—a foranyz € [2,3);

(i) f(f(x)) =3—2x foranyz € R.

Polynomial recurrences and continuity

We have already seen that sequences help solving functional equa-
tions. Up to now, this was only for functional equations on N. How-
ever they can be also used for functions on R, provided continuity. We
already saw a simple example in Cauchy’s equation, as we have estab-
lished that f(nz) = nf(x) which is a basically a sequence relation if
we denote a,, = f(nz). Now we shall see how much more complicated
sequences apply to difficult functional equations.

Problem 159. (D’Alembert’s functional equation)Find all contin-
uous f: R — R if

flx+y)+ flz—y)=2f(2)f(y)

Solution. We rely heavily on sequences for this problem. Set y = 0
to get f(0) = 1 unless f is identically zero, case we disregard as trivial.
Firstly let’s settle f on N. Set a, = f(n),a; = a. We then get
ap+1 + @p—1 = 2a,a hence a, = 2a,a0 — a,—1. If @ = 1 then we
get a, = 1 by induction, if a = —1 we get a, = (—1)". Otherwise
consider the equation x? — 2ax + 1 = 0 with different roots w, % Then
a, = cw"+d# for some c¢,d. As ag = 0,a7 = a we get ¢ +d =
1, cw + g = a. This is a linear equation in ¢,d which has a unique
solution for w # 1, —1, which holds as a # 1,—1. The solutions are

whg L
c= %761 = % Therefore a,, = f(n) = —5*=

ny 1
Analogously we can show that f(nz) = = 2“’% for some w,, this
formula holds even in the case w, = £1. If we set z = % we get f(n) =
nk 1
Wy -‘rm .
———. Tt is clear then that w = w} or w = # We can assume it’s
k

the former as there is symmetry between w;, and wik We now want to

show that there exists a number a such that wy = ek. Let ag = In(wy).

Then kay—a, = ri2mi where r, is an integer, because w',j = wi. We may

assume —g <7 < g otherwise subtract from a; a suitable multiple

of 2mi. Then a, = a‘% + %ZM. Also as ¢ —>a0, fz) — f((3) =1
which implies that e®e® 2™ — 1. As % — 0,e* — 1 hence ex — 1

therefore 7= — 0. Analogously as for the case k = 1 we conclude that
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lay, — ay is a multiple of 27 which implies that ry — 7 is a multiple
of k hence 1, — 1, is a multiple of ged(k, (). Particularly rop — 74 is a
multiple of k. But for all sufficiently big kq Ir—;l < % for n > kg therefore
w < 2%—1—% < 2%—1—% = 1 hence rop —r, = 0. We then conclude
romi, = 1y for all m when k£ > kqg. Now pick up k > ko, m > k. Then
Tomp, = T but 2™ |rgme — rom. As [rgmi| = |re| < |E|, |rom| < & we
conclude that |[rome — rom| < %4— % < 2™ 50 T = rom. Analogously we
conclude 711 = rom S0 rp = rpyq and thus ri is eventually constant.
Now we claim that r; can be made in fact constant by changing a;
by an irrelevant 27¢ multiple. Indeed, let a be the eventual value of
(the initial) 7 and let m be the smallest integer with a,, # a. Then
M7 — T2m SO We can change a,, by 2myr2m—tm to have 1, = a. Keeping
doing this operation we will have r, = a for all £ > 1. Then by setting
t = a; + a we ensure our claim.

We then deduce f(r) = # for some ¢ and rational 7.

Then using the continuity of f and the continuity of the function
# since () is dense in R we conclude that f(z) = # Now
e! = w is the solution to the equation 22 — 2ax +1 = 0. If a > 1
w is real and if a < 1 then w is a complex number of absolute value
1. This means ¢ is either real or completely imaginary. So either
f= % = cos(xt) for real t or f = em*z—efm = cosh(zt) again for
real t. Both this functions satisfy the equation.

t

Remark: D’Alembert’s Equation is considered only for real-valued
functions. However our method works well for complex-valued func-
tions too: the solutions will be f(z) = “t&" for any complex number

2
a.
Problem 160.Find all continuous functions f: R — R if

fla+y)flz—y) = fPz) - fAy)
for all z,y € R.

Solution. Disregard the trivial solution f = 0. If we interchange
x and y we deduce f is an odd function thus f(0) = 0. Without loss
of generality f(1) # 0. Next let a = f(1),a, = @ for n € Z. The
condition written for z = n,y = 1 turns to the recurrence a,,_1a, 1 =
afl —1. If ag = 2 then a,, = n by induction otherwise set ay = 1:—1—% and

1
we prove by induction a,, = wz #=. We then conclude that f(n) = an or

f(n) = asin (nu) or f(n) = a;ilﬁh(nu), like in D’Alembert’s equation.
And if f(1) = 0 then the relation f(3)f(1) = f(2)*— f(1)? tells us that
f(2) = 0 and then using the relation f(n+1)f(n—1) = f2(n) — f3(1)
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we show by induction that f(n) = 0. We can proceed analogously to
show that f(nz) = asin (nux), asinh(nux), anz.

Now we distinguish two cases:

a) There is some zy # 0 for which f(nzg) = anzg,a # 0. With-
out loss of generality zo = 1. Then if f() = bsin(nu) we conclude
bsin(nu) = n for all n, impossible. The same if f(}) = bsinh(nu). So
f(%) = bn and we conclude b = {. Hence f(z) = ax for all rational =
and by continuity f(x) = ax.

b) There are no such xy. Without loss of generality f(1) # 0 so
f(n) = asin (nu) or f(n) = asinh(nu).

i) f(n) = asin (nu). For z = 1 we conclude f(%) = ajsin (nuy) or
[(%) = agsinh(nuy). The latter is impossible, as agsinh(nu;) would be
unbounded for k|n whereas it must be bounded as it equals asin (nu).
So f(%) = axsin(nuy). Now we prove a, = a. Indeed we have f(n) =
Yo qsin(ia)

n

ol |

asin (nu) = ay sin (nkuy). We use the property lim, o

for a # 0 to conclude that limn_,oom%m

Therefore f(%) = asin(nug). Therefore g(x) = % satisfies
f(%) = cos(nuy). Like in the proof of D’Alembert’s equation we find

a t such that g(x) = cos (xt) for rational . Then f(z) = a + sin(%)
for rational z. But as we have f(z 4+ y)f(z —y) = f2(z) — f*(y)

we conclude that we either have f(z) = asin(%) for all rational x or
f(z) = —asin(%) for all rational x. Then f(z) = asinuz for some a, u

and all rational  and by continuity this holds for all x.

ii) f(n) = asinhu. Like in i) we prove f(%) = agsinh(nug). We
then have f(n) = agsinh(nkuy) which is asymptotically equivalent to
arpe™ . As f(n) = asinh(nu) is asymptotically equivalent to ae** we
conclude uy, = ¥, a = a. We then get f(z) = nsinh(ux) for all rational
x and this holds by continuity for all x.

To conclude, the solutions are given by f(x) = ax, f(x) = asinux), f(x) =

asinh(uz).

= a = ap SO a = ay.

After solving these problems we felt a strong connection between
them, namely that their solutions were very similar to each other.
Based on this, we deduce the main result of this chapter which helps us
solve a lot of functional equations, including those mentioned above.

Problem 161. Prove the following general Lemma: Assume that
f: R — C is a continuous function that satisfies the following condi-
tion: for any x, there is a number w and py, p2, p3 € C[X] polynomi-
als, such that f(nx) = pi(x)w™ + pa(x)w™"" + ps. Prove then that
f(z) = p1(x)e™ + po(z)e™ + p3 for some fixed ¢, py, p2, p3 and all x.
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Solution. We use the following helpful result: if Zle p(n)wl =
o q(n)r? for all n where r; and w; are two sequences of distinct
numbers then for (¢;, ;) are some permutation of (p;, w;).

Proof: assume not. Then we can write Zle p(n)wl—03"" g(n)r? =
22:1 s(n)ul where s; are not zero. Then the generating function of
this recurrent sequence is also zero. However we know that the gen-

erating function of it can be written as Zi 1 % where f; #

0,deg(f;) < deg(s;) and is not zero (if we multiply it by (z —u;)3e9(+1)
then we get all terms divisible by (z —u;)99()+1 except the term f;i(z),
so the sum cannot be zero).

Let’s return to the problem. We shall consider only = = % If for all
rational = we have p; = p3 = 0 then f(nz) = p3(nx) for all n. Moreover
p3 does not depend on x, because if z, 2’ are rational, ps is defined for
r and pj for 2 then if & = § then gnx = pna’ so ps3(qnx) = pi(gna’)
so ps coincides with pj for infinitely many n so ps = p. So assume for
some x we have p; or p, non-zero. Without loss of generality x = 1.
Let wy, be the value of w defined for z = % We claim we can pick up wj
in such a way that w!; = w;, by induction on i. Assume we can proven
this for i < k and let’s prove it for i = k. We have f(3) = p1(%)wp +

(P w, " +p3(F )and if d|n then f(%) = qi(5)w} + q2(5)w;™ + q3(5).

k
But f(%) =pi1(§ )wk +p2(5 Jw,, an + p3(%5). This applying the helpful
k
result we deduce wk = Wy Or Wy = wid In the second case we can
k
replace wy, by wik to ensure w = wy, so we conclude that wﬁll = wy if we
set [ = 5. So we deduce p; = g1, p2 = ¢2,p3 = q3. Thus p1, ps, p3 also do
not depend on k thus we have f(%) = p1(})wp +p2(F)w, " +ps(%). We
can continue the proof just like in the proof of D’Alembert’s Equation
to conclude that wy = e for some w and we are done for z € Q. As f

is continuous and @) is dense in R, we are done for all x.

Problem 162. Find all continuous functions f,h,k: R — R that
satisty f(z +y) + f(z —y) = 2h(2)k(y)

Solution. The problem is a generalization of the already difficult
D’Alembert Equation. However as we shall soon see, the solution is
not very difficult and quite analogous to D’Alembert’s Equation’s one.
Pick up an z and set a,, = f(nx). The condition written for nz instead
of z and z instead of y gives us a,41 + an—1 = 2h(nx)k(x). However
if we write the condition for nz instead of x and 0 instead of y we get
2f(nz) = 2h(nx)k(0). If k(0) = 0 then f is identically zero and it’s
clear from here that either h or k is identically zero (otherwise pick up =
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with A(z) # 0 and y with k(y) # 0 to get a contradiction). Otherwise
we get the linear recurrence a,,1 + a,_1 = ba, where b = %. It’s
associated polynomial is 2 — bx + 1 and thus either a,, = aw™ + ﬁ#
where w # % are the solutions of the equation, or if 2 — bz + 1 has
a double root —1 or 1 then a, = (ecn +d) or a, = (en + d)(—1)".
Now apply the previous result to conclude that f(x) = e + e
for some constants «,a, 3 or f(z) = ax + b. In the first case we get
fla+y) + flx —y) = (ae™ + fem®) (e + ™) = h(x)k(y). If we
set y = 0 we get h(z) = c(ae™ + Be~*) where ¢ = % and from here
we deduce k(y) = +(e™ 4+ e~®). It’s clear such functions satisfy the
condition. If f(x) = ax+b then f(x+y)+ f(x—y) = 2ax + 2b possible

only when h(z) = c(az + b) and k is identically 2.

Problem 163. Find all continuous functions f: R — R that satisfy
fety)+fly+2)+ flz+2)=fla+y+2)+ f(z)+ fly) + f(2)

Solution. If x =y = 2z =0 we get 3f(0) = 4f(0) so f(0) = 0. Set
z = —ytodeduce f(r+y)+f(z—y)+f(0) = f(2)+f(z)+f(y)+f(~y).
So f(x+y)+ flx—y)—2f(x) = f(y)+ f(—y). Then if we set a,, = nx
and x — nx,y — = we get ap1—2a,+a,_1 = bwhereb = f(z)+f(—y).
If we set b, = a, — 2n® then we check that b,41 — 2b, + by_g = 0
so b, = cn + d because the quadratic recurrence b, 1 — 2b, + b,_1
has associated polynomial (z — 1)%.. Thus f(nz) = 2n® + cn + d and
applying the lemma we get f(x) = az® +bx +c. As f(0) =0c =0 so
f(z) = ax® + bz which satisfies the condition.

Problem 164. Find all differentiable functions f: R — R that
satisfy

fla+y) = flx—y)=y(f(x+y)+ fz—y)

Solution. Set g(t) = f(x +1t¢) — f(z —t). Then ¢'(t) = f'(z + 1) +
f'(x —t) so the condition tells us that g(y) = yg¢'(y) thus (%y)), =0 so
g(y) = cy. Thus f(zx+y)— f(xr —y) = cy for a fixed z. Next by taking
y — 0 we find ¢ = 2f'(z). So f(x +y) — f(x —y) = 2f'(z)y. As we
know f(z+y)— f(x —y) =y(f'(z+y)+ f'(xr —y)) we conclude that
fllx+y)+ f'l(x —y) = 2f'(z). If we denote a,, = f(nzx),b, = f'(nx)
we get byi1 + b1 = 2b, so b, = an + b thus a, 41 — a,—1 = z(an + b)
and from here we deduce as, = uz? + vx + w for some u,v, w. Now
by applying the lemma we get f(x) = uz? + va + w and it satisfies the
condition.

Exercises



78

Problem 165.Find all continuous functions f,g: R — R that sat-
isfy
fle+y)+ fle—y) =2f()g(y)

Problem 166.Find all continuous functions f,g,h: R — R that
satisfy

flx+y) +g(x—y) =2(h(zx) + h(y))

Problem 167. Find all continuous functions f, g, h,k: R — R that
satisfy f(z 4+ y) + g(z — y) = 2h(2)k(y)

Problem 168. Find all continuous functions f,g,h: R — R that
satisfy

fl@+y)+fly+2)+ flz+x)=g(@) +9(y) +9(2) +hlx+y+2)

Problem 169. Find all continuous functions f- R — R that satisfy
fle+y) flz—y) = (2)f*(y)

The odd and even parts of functions

This chapter exemplifies using the even part of a function (f.(x) =
W) and the odd part of a function (f,(x) = W) to find
the function. The main advantages are that f. and f, are even, respec-
tively odd, so they might be easier to find.

Problem 170. Find all continuous functions f: R — R for which
fla+y)+ f@)fly) = flay +1)

Solution. If we replace x,y by —x, —y and compare with the initial
condition we get f(z+y)+ f(2)f(y) = f(—x—y)+ f(—z)f(—y). Now
write f = g + h where g(x) = w,h(x) = w are the
even and odd parts of f.So g(x +vy) + h(x +y) + (g(x) + h(z))(g(y) +
hy)) = g(z +y) — Mz +y) + (9(z) — h(2))(g(y) — h(y)) so we get
2h(z + y) + 2g(x)h(y) + 2h(z)g(y) = 0. Next we replace y by —y to
get 2h(x — y) — 2g(z)h(y) + 2h(x)g(y) = 0 and from here h(z + y) +
h(x —y) = —2h(x)g(y). We have solved this problem, with h being
ccosazr + dsinax or ccoshax + dsinhaxr and g = coshx which does
satisfy the original condition, or h(z) linear and g(z) =1 or h(z) =0
and any ¢g. If h = a + bx is linear then @ = 0 as h is odd. As
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f(z) = g(z) + h(z) f(x) = 1+ bzr and substituting into the original
condition we see that only 14z satisfies the condition. If A(x) = 0 then
f is an even function. We then deduce f(x+y)+ f(z)f(y) = f(xy+1)
and if we replace y by —y we get f(x —y) + f(z)f(y) = flay — 1)
so flx+y)— fle—y) = flay+1) — flzy — 1) = t(dzy) where
t(x) = f(£+1) — f(£ —1). Then we set (t) = f(v/t) for t > 0 we
conclude that r(z) — r(y) = t(x —y) for all z,y > 0 due to the identity
(r+y)*—(x—y)? = 4oy hence r(z) —r(y) = r(z—y)—r(0) and thus r is
a linear function on R. We conclude that f(z) = a+ bz? and replacing
into the original condition we get f(z) = 2> — 1 or f(z) = 0. Hence
there are three solution: f(z) =1—=z, f(z) =2*—1 and f(z) = 0.
Exercises

Problem 171. Find all continuous functions f,g,h: R — R that
obey

flz+y) +g(ry) = h(x)h(y) + 1

Problem 172. Find all continuous functions f,g,h: R — R that
obey

f(x+y) + h(@)h(y) = g(zy + 1)

Solution. This problem is very similar to the previous. Set y = 0
to get f(z) + h(x)h(0) = g(1). From here f(z) = g(1) — h(x)h(0).
Again we can suppose ¢g(1) = 1 because otherwise we an subtract
g(1) from both ¢ and f and the condition will still hold. So we get
h(z)h(y) —h(0)h(z+y) = g(xy+1). If h(0) = 0 we deduce h(z)h(y) =
h(zy)h(1) = g(zy + 1) so h(z) = az’, g(x) = a®(x — 1)°. Otherwise we
can suppose h(0) = 1. Then h(z)h(y) —h(z+y) = g(ay+1). If we set
y=1we get g(x + 1) = ah(z) — h(x + 1) so g(x) = ah(x — 1) — h(x)
where a = h(1). Exactly like in the previous problem we conclude that
either h(x) = 14 cx or h is even. For h(z) = 1+ cx we get (1+cz)(1+
cy)—1l—clz+y)=(1+c)(1+cry) —1—c(xy+1) and by looking at
the coefficient of xy we get ¢ =1 so h(z) =1, f(z) = —1,9(x) = 0. If
h is even then we get h(z)h(y) — h(x +y) = ah(zy) — h(xy + 1) and
hz)h(y) — h(z —y) = ah(zy) — h(zy — 1) thus h(z +y) — h(z —y) =
h(zy + 1) — h(zy — 1) again so h(z) = cz® + 1. We easily draw the
conclusions from here.

Symmetrization and additional variables

Sometimes we have a condition in z, y, say u(x,y) = v(z, y) such that
one side of it is symmetric in z, y but the other is not (or we can obtain
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such a condition by an appropriate substitution). Then swapping x
with y we get a new condition, which might prove helpful. For example
if u(z,y) = u(y,z) then as u(x,y) = v(z,y) and u(y,z) = v(y, x) thus
v(z,y) = v(y,x). In other cases we might need to add one additional
variable to get one side of the equation symmetric. See the examples
below.

Problem 173. Find all continuous functions f,g,h: R — R that
satisfy

fx+y) + g(xy) = h(x) + h(y)

Solution. Set y = 0 to get f(z) = h(z) + h(0) — ¢g(0). So the
condition rewrites as h(z+y) —h(x) —h(y) = g(xy) where replace g by
g—g(0)—h(0) for simplicity. Thus h(x+y+z) = h(x)+h(y+2)+g(zy+
xz) = h(z) + h(y) + h(z) + g(y2z) + g(xy + x2z). Symmetrizing this we
conclude that g(yz)+g(zy+2x2) = g(xz)+g9(zy+yz) = g(zy)+g(xz+
yz). As for a,b,c > 0 we can find x,y, z with yz = a, 2z = b, zy = c we
get g(a)+g(b+c¢) = g(b)+g(a+c)+g(c) +g(a+b) and taking ¢ — 0
we get g(a+0)+g(0) = g(a) + g(b). Next if we take a > 0,b < 0,¢ <0
we can also find z,y, z with yz = a,z2z = b,zy = cso g(a) + g(b+c¢) =
g(b)+gla+c)+g(c)+g(a+b). Now taking ¢ — 0~ we get g(a)+g(b) =
g(0)+g(a+0d). Finally if we take a < 0,b < 0,¢ > 0 and take ¢ — 07 we
get g(a)+g(b) = g(a+Db) in this case too. So g(a+b)+g(0) = g(a)+g(b)
holds for all non-zero a, b by continuity and then f(z) = ax+b is linear.
So h(z+y)—h(y)—h(z) = axy+b. If we consider H(x) = h(x)—%a*+b
then we see that H(x) + H(y) = H(z + y) so H(z) = cx. Therefore
we find a representation h(z) = uz? + vz + w, g(x) = 2uz — w. The
problem is now solved.

Problem 174.Find all continuous f: R — R, solutions of the equa-
tion
fle+y)+ flay) = fo) + fy) + flay +1)

Solution. Set g(z) = f(x+1)— f(z). Then f(z+y)— f(z)— f(y) =
9(zy). Then f(z+y+2) — [(z+9) — 1(2) = glez +y2) s0 f(z +y+
2)— f(z) — fly) — f(2) = g(xz + yz) + g(zy). Due to the symmetry
among x,y, z we conclude that f(x +y+ 2) — f(x) — f(y) — f(2) =
g(xz +yz) +g(zy) = g(xz +zy) + g(yz) = g(zy +yz) + g(zz). Now if
we set a = xy,b = yz,c = xz we get g(a+b)+g(c) = gla+c)+g(b) =
g(b+ ¢) + g(a). The condition that a = zy,b = zz,¢ = yz can be

satisfied if abc > 0 by setting = = \/‘zﬁ, Yy = \/‘;%, » = Yabe Thys we get

gla+b)+g(c) =gla+c)+g(b) = g(b+c)+g(a) for abe > 0. Now we
claim g(xz +y) + ¢(0) = g(z) + g(y) for xy # 0. Indeed either for z < 0




81

or for z > 0 we have xyz > 0 thus g(z+y)+g(z) = g(z+2)+ f(y). Now

taking z — 0 we obtain g(x + y) + ¢(0) = g(x) + g(y). This also holds
by continuity even when zy = 0. Hence g(z) — ¢(0) is additive thus
g(x) = ax + b is linear. Hence f(z+y) — f(x) — f(y) = axy + b. Now
if we set h = f(x) — $x* 4+ b then we see that h(z +y) — h(z) — h(y) =
fle+y) = 5@ +y)?+b—fx)+ 52> =b—f(y) + 59> —b=(f(x +y) -
f(@)—f(y))+2(2*+y*— (z+y)*) —b = axy+b—axy—b = 0. Hence h is
additive so h(z) = cx. We conclude that f is a polynomial of degree at
most 2. Let f(x) = az®*+br+c. We have f(z+y)+ f(zy) = a(z+y)*+
b(x+y)+ctax?y* +bry+c = a(x®+y?)+axy?* +(2a+b)zy+b(x+y)+2c¢
while f(z)+ f(y) + f(zy+1) = ar? + bz +c+ay?* +y* +c+a(zy+1)? +
blzy+1)+c = a(x? + y?) + az’y? + (2a + b)zy + b(z + y) + a+ b+ 3c.
Therefore by comparing the two expressions we get a4+ b+ ¢ = 0 hence
f(x) = az® + bx — a — b. These functions clearly satisfy the condition.

Problem 175.Find all functions f: R — R obeying
flle—y)*) = fA2) = 2ef(y) + v

Solution. Symmetrize the condition to get f((z — y)?) = f%(z) —
2¢0f(y) +y? = 2% — 2f(x)y + f*(y) and the equality of the last two
expressions can be written as (f(z) +v)*> = (f(y) + )% One can guess
that only the function f(x) = « + a, f(x) = —x satisfy the condition.
Indeed, assume that f(a) # —a. Let f(a) = b. Pick up another ¢
and let f(c) = d. We wish to prove that d = ¢+ b — a. Indeed, we
have (a + d)> = (b + ¢)? so either d =c+b—aord=—a—0b—c
If it is the latter, pick up any z. We have (f(z) + a)? = (x + b)?
so either f(x) = x4+ b—a or f(r) = —x — b — a. We also have
(f(z) +¢)* = (x —a — b — ¢)? so either f(x) =12 —a—b—2c or
f(z) =a+b—x. It follows that the sets {x + b — a,—x — a — b} and
{z—a—b—2c,a+b—x} must intersect. We can pick up such an z that
satisfies t+b—a # a+b—x and also —r —a—b # x+a—b—2c. Then
eithere +b—a=2—a—b—2cor —x —a—>b=a+b— x thus either
b+c=0o0ra+b=0. a+b#0as f(a) # a. Hence b+c¢ = 0 and in this
cased=—a—b—c=c+b—a. Henced=c+b—aso f(c) =c+b—a.
As c is arbitrary, we get f(x) = x + b — a. This guarantees our claim,
so f(z) = —z or f(x) = x4 a. It remains only to check which of them
satisfies the condition. f(z) = —z then f(z —y)* = —(z — y)? while
f2(x) = 22f(y) +y* = 22 + 22y + y* = (z + y)? and the condition is
not satisfied. f(z) = x + a then f((x —y)?) = 2* — 22y + y? + a while
FA(x)—2xf(y)+y? = (x+a)* —2z(y+a)+y* = 2* —2zy+y?+a? so the
identity hold if and only if a*> = aor a = 0,1. So f(z) =z, f(z) = z+1
are the solutions of the problem.
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Exercises

Problem 176.Find all functions f :: R — R for which
flx+y) = f2)f(y)f(zy)

Problem 177. Find all continuous functions f: R — R such that
fle+y) + floy = 1) = f(x) + fy) + flzy)

Problem 178. (Hosszu’s functional equation) Show that a function
f 1 R — R which satisfies

flx+y—azy) + flay) = f(x) + f(y)

is an additive function plus some constant.

Problem 179.Find all functions f :: R — R for which

zf(z) —yf(y) = (x —y)f(z +y)
holds.

Functional Inequalities without Solutions

Problem 180. (Bulgaria '1998) Prove that there is no function
f: Rt — R* such that
@) = fz +y)(f(@) +y)
forall z,y € R*.

Solution. Suppose that there is a function f with the given prop-
erties. Then @)
f(x)y
fl@)=fle+y) 2 <5 (1)
flx)+y
which shows that f is a strictly increasing function. Given an z € R™
we choose an n € N such that nf(x + 1) > 1. Then

f($+ﬁ>_f($+ﬂ)>M>i
n n

T flEt) 4y 2
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for any £ € N. (Note that nf (x + E) >nf(r+1) > 1.) Summing
n
up these inequalities for £k =0,1,...,n — 1 we get
1
flz) = flx+1) > 3"
Now take an m € N such that m > 2f(x). Then
f@)=fletm) = (f(@)=fa+1)+ -+ (f(x+m=1)= f(z+m)) >

Hence f(x +m) < 0, a contradiction.

> f(x).

m
2

Problem 181. Prove that there is no function f: R — R such that
f(0) > 0 and

flz+y) = flz) +yf(f(z)) (1)
for all x,y € R.

Solution. Suppose that there is a function f with the given prop-
erties. If f(f(z)) <0 for any x € R then

flx+y) = f(@) +yf(f(z) = f(z)

for any y < 0 and the function f is decreasing. Now the inequalities
f(0) > 0 > f(f(x)) imply f(z) > 0 for any x, a contradiction to
f(f(z)) < 0. Hence there exists z such that f(f(z)) > 0. Then the
inequality

fz+x) = f(2) + 2 f(f(2))
shows that EIJP f(z) = 400 and therefore lim f(f(z)) = 4+o00. In

r—00

particular, there exist z,y > 0 such that
f@) = [() > 1y > g f(faty+1) =0
Then
flx+y) > flx)+yf(f(@) >z +y+1
and therefore
ffle+y) > fla+y+ D)+ (fle+y) —(@+y+ 1)) f(f(x+y+1) >
> f(r+y+1) > flat+y)+f(f(z+y) > f(@)+yf(f(@)+f(fa+y) > f(f(a+y)),

a contradiction.
Remark. Note that the only function f: R — R with f(0) = 0 and
satisfying the inequality (1) is the constant 0. Indeed, as in the second

part of the above solution we conclude that f(f(x)) <0 forallz € R.
On the other hand setting z = 0 in (1) gives f(y) > 0 for all z. Hence
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flx+vy) > f(x) for any z,y € R which easily implies that f(z) =0
for all x.

It is not known to the authors if there is a function f: R — R with
f£(0) < 0 and satisfying the inequality (1).

Exercise

Problem 182. (Romania '2001) Prove that there is no function
f: R™ — R such that

flx+y) > flx) +yf(f(x))
for all z,y € R'.
Miscellaneous

Problem 183. (Iran 1998)Let f: Rt — R" be a decreasing func-
tion that satisfies

fle+y)+ f(f @)+ F) = F(f e+ ) + fly + f(2))
Show that f(f(x)) = =.

Solution. Set y = z so get £ = f(2z) + f(2a) = f(2f(a + 2))
where a = f(x). Now replace = by f(z) to get F' = f(2b) + f(2a) =
f(2f(a+ b)) where b = f(f(x)). If b < x then f(a+0b) > f(a+ z) so
f2f(a+b)) < f(2f(a+x)) as f decreasing. Also f(2b) > f(2x) hence
we get f(22) + f(2a) < f(2b) + f(2a). So we get F' > E from the first
relation and ' < E from the second, contradiction. If b > x then we
change the signs to get F' < E and F' > E again contradiction. So

=z.

Problem 184. Find all continuous functions f: R — R that satisfy
the equation

fx+yf(x)) = f(x)f(y)

Solution. f = 0 or f = 1 satisfy the condition. Next set y = 0 to
get f(z) = f(z)f(0) thus if f is not identically zero we get f(0) = 1. If
f(x) =1+ ax is linear then we get f(z+yf(x)) = f(x +y(l+ax)) =
flx+y+ar)=1+ar+ay+a*r = (1+ax)(1+ay) = f(z)f(y). If
f(z)#Alandy = 77 then we get x+yf(x) =y hence the condition

says f(x)f(y) = f(y). As f(z) # 1 we get f(#(x)) = 0. So if f is not
identically 1 then the set A of ¢ for which f(¢) = 0 is not empty. Now if
te Az ¢ Athensety = % to get x+yf(y) =t and from here we get
0= f(t) = f(x)f(y) so f(y) =0 so % cAlf % is constant then f
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is linear but linear functions were already investigated by us, otherwise
% is a continuous non-constant function so A contains infinitely many
numbers. Without loss of generality A contains infinitely many positive
positive numbers (the second case is analogous). Let b = infA( R™.
As A'is closed b € A but [0;b) does not intersect A. As f(0) =1 we
deduce f is positive on [0;b). Thus if = in [0;b) then g(x) = o €4
where ¢ € A, ¢ > b. But ¢g(0) = b,lim,_;, g(x) = 0o hence we conclude
that [b;00) C A. Then if z ¢ A we get h,(y) = v+ yf(z) € A if and
only if y in A. Therefore h,(y) ¢ A as y < b but h,(b) € A which is
possible only when h,(b) is a bordering point of A as A is closed. But
h,(b) is continuous in x. As b cannot be written as a limit of bordering
points of A except b itself, we conclude that h,(b) = b for all = € [0;b].

So z+bf(x) = bhence f(z) =2 for z in [0;b]. If A contains negative

. b—zx)c
points let —c € A,¢ > 0. Then set y = —c to get f(x — %) = 0.

But is x is sufficiently close to b and less than b, 0 < z — (b%f)c =<b.
Contradiction. Hence A contains no point in R~ and by continuity
of h on (—o0;b) we conclude h is constant so f(z) = %% for z < b,
f(x) =0for z > b. If A contains negative numbers, we get analogously
that f(x) = b_T“" for x > b, f(x) = 0 for x < b, where b is negative.
These two functions can be checked to verify the problem. Together
with f =0 and f = 1 they form the answer set.

Problem 185. Suppose f: Q — {0,1} is such that f(1) =1, f(0) =
y

0 and if f(z) = f(y) then f(*3%) = f(z) = f(y). Prove that f(z) =1
whenever x > 1.

Solution. Let A = {z|f(z) = 1}, B = {z|f(x) = 0}. We have
that if x,y belong to a set, then %ﬂ also belongs to the same set. If
2 € Bthen 1 = % € B, contradiction, so 2 € A. Next we prove by
induction on n that n € A. If n = 2k then as 0 € B, 2k € B would
imply 2’“2—“) = k € B contradicting the induction step. If n = 2k + 1
then we prove like above that 2k,2k +2 € A so 2k +1 = W € A.
Now assume that f(1+a) =0 for a > 0. We prove by induction on n
that 1+ na € B like above: if n = 2k then 1 + 2ka € A together with
1 € A would imply 1+ ka € A contradicting the induction hypothesis,
and if n = 2k + 1 then we show that 1+ 2ka, 1 + (2k + 2)a € B hence
their mean 1+ (2k + 1)a is also in B. Finally if n is such that na € N
then 1 4+ na which contradicts our conclusion above that all natural
numbers are in A. QED.
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Problem 186.Find for which a there exist increasing multiplicative
functions on N (i.e. f(n) < f(n+1), f(mn) = f(m)f(n)if (m,n) =1)
with f(2) = a.

Solution. We claim the function must be f(n) = n* for some k.
Assume f(z) = 2%, f(y) = y*. If 2% < y' then 2% < y*' and if zF > ¢/
then 2% > y*!. Pick up now k and let [ be the biggest for which y' < z*.
Then 2% < y'*! so we get y"'*! > 2%¢ >y, Now if v > u we cannot
have z%* > y*! for sufficiently big k, as a%F > 3Vl > guitllv=u) > gul+1)
for [ > . If u > v then YU > 2 g0yt > vkl > v for k> uiv

again contradiction. Thus taking & > ﬁ if u > v or k such that

2 > yvtif 4 < v we would obtain contradiction. So u = v and
hence f(x) = z* for all z. As fis from N to N, we must have u integer.
So a must be a power of 2, and conversely if a = 2% then f(z) = ¥ is
good.

Problem 187. (Russia '2005; a slight generalization) Let f : R — R
be a bounded function such that

Filr+y) = f@) +2f () + ()
for any z,y. Prove that —2 < f(z) <0 for any z.

Solution. First, we shall prove that f(x) < 0 for any z. Let M =
sup |f(x)|. Then there is a sequence 1, xs, ... of non-zero real numbers
x#0

such that |f(z,)| — M. Fixing an z, it follows that

)zﬂwm+zmw+ﬁ(f)

n

M?* > f? (J;n + -
> [2(0,) +2f(2) - M* + 2/ (x).
Thus, f(z) <0.
Then M = — i% |f(x)]. Now the inequalities

M? > f2(2z,) > 2f%(x,) + 2f (22) > 2f%(x,) + 2M — 2M* +2M

imply that M? > 2M? — 2M, that is M(M — 2) < 0. Since M > 0,
then M < 2, which means that f(z) > —2 for any x # 0. It remains to
observe that the inequalities f2(0) > f2(0)+2f(0)+ f2(0) and f(0) <0
implies that f(0) > —2, too.

Remark. Obviously the constant function 0 and -2 satisfy the given

inequality. We claim that the unbounded functions x and —z also
satisfy it.
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Problem 188. (IMO ’2005, shortlisted problem) Find all functions
f R — R such that

(1) flx+y)+ f(2)f(y) = flzy) + 22y + 1

for any x,y.

Solution. It is easy to check that the functions f(x) = 2z — 1,
f(z) = —x—1and f(z) = 2% — 1 satisfy (1). We shall prove that there
are the only solutions of the problem.

Setting y = 1 gives

(2) flx+1)=af(x) + 2z +1,

where a = 1 — f(1). Then we change y to y + 1 in (1) and use (2) to
expand f(x +y+ 1) and f(y + 1). The result is

alf(x+y)+ f@)f () + Cy+ DA+ f(2) = fla(y + 1)) + 22y + 1,
or, using (1) again,

a(fley)+2zy+ 1)+ 2y + 1)1+ f(x)) = f(z(y+ 1)) + 22y + 1.
Set now x = 2t and y = —% to obtain

a(f(—=t)—2t+1)= f(t) — 2t + 1.
Replacing t by —t gives also

a(f(t) +2t+1) = f(—t) + 2t + 1.
We now eliminate f(—t) from the last two equations. Then
(3) (1—a)*f(t) =2(1 —a)*t +a® — 1.
Note that a # 1 (or else 8¢ = 0 for any ¢, which is false). If additionally
a # 1, then 1 — a? # 0; therefore

1—a

fO =215

a
Setting t = 1 and recalling that f(1) =1 —a, we get a = 0 or a = 3,
which gives the first two solutions.
Let a = 1. Then (1) implies that f is an even function. Set now
y =z and y = —x in the original equation. It follows that

fQ22)+ f2(2) = f(2®) + 22" + 1, f(0) + f*(2) = f(2®) — 22" + 1,

respectively. Subtracting gives f(2x) = 422 + f(0). Set = 0 in (2).
Since f(1) = 1—a = 0, this yields f(0) = —1. Hence f(2z) = (2z)?—1,
i.e., f(r) = 2> — 1. This completes the solutions.

t—1.
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Problem 189. (IMO ’2005, shortlisted problem) Find all functions
f Rt — R* such that

f@)f(y) =2f(z+yf(x))

for any x,y > 0.

Solution. First, we shall show that f is increasing. Indeed, suppose
that f(z) < f(z) for some z > z > 0. Setting y = (r—2)(f(x)—f(2)) >
0, it follows that « + yf(z) = z + yf(2). Then

f@)f(y) =2f(z +yf(2)) = 2(f(z + yf(2) = f(2) f(2),

therefore f(x) = f(z), a contradiction.
Assume now that f is not strictly increasing, i.e., f(z) =
somex >z>0.Ify € (0,(x—2)/f(x)], then z < z+yf(z) >

f(2) =2 fz+yf(2) = f(x) = f(2)
and therefore f(z+ yf(x)) = f(x). Thus,

F@fy) =2f(z+yf(2) = 2f(z) = 2f(2)

which implies that f(y) = 2 for all y in the above interval.
But if f(yo) = 2 for some yy > 0, then

4= *(yo) = 2f(yo + yof(y0)) = 2f (3yo).

So, f(3yo) = 2 and by induction f(3"yy) = 2 for any n € N. Since f is
increasing, it follows that f = 2. Obviously, this function satisfies the
given equation.

Assume now that f is a strictly increasing function. Then

f@)fy) =2f(x+yf(x)) >2f(x)
implies that f(y) > 2 for any y > 0. On the other hand,

2f(x+ f(x) = f(2)f(1) = f()f(z) =2f(1 + 2 f(1))
and since f is injective, we obtain = + f(z) = 1+ 2 f(1). Thus, f(z) =
xz(f(1)—1)+1 for any x > 0. Taking a small x, we get the contradiction
flz) < 2.

Remark. Similar arguments if £ > 0, k¥ # 1 and f : Rt — R*
satisfies the equation f(z)f(y) = kf(x + yf(x)) for any =,y > 0, then
f = k. On the other, the case k = 1 is the Gotab-Schinzel equation and
its solutions are f =1 and f(x) =z + 1.

f(z) for

Hence

Problem 190. (Romania ’1998) Find all functions f : R — Ry
such that f(2? +y?) = f(2® — y?) + f(2xy) for any x,y.
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Solution. It is easy that for any a, b there are , y such that 22 —y? =
a and 2zy = b. Since 22 + y? = Va2 + b2, the given equations becomes

fla) + f(b) = f(Va® +b?).

In particular, f(a) = f(—a), i.e., f is an even function. For a > 0 set
g(a) = f(y/a). Then g(a®) + g(b*) = g(a®+1?), i.e., g is a non-negative
additive function on R . Therefore g(x) = cx and hence f(z) = ca?,
where ¢ > 0 is a constant.

Exercises

Problem 191. (IMO ’2003, shortlisted problem) Find all function
f: Rt — R* which are increasing in the segment [1, 00) and such that

fleyz) + (@) + f(y) + [(2) = F(Vay) f(Vy2) f(Vze)

for any x,y,z > 0.

Problem 192. (AMM 1998) Find all functions f: N> — N that
satisfy:

a) f(n’ n) =N,

b)f(m’ n) = f(n’ m);

C) fmyn+m) _ ntm

f(m,n) n -

Problem 193.Find for which a there exist increasing multiplicative
functions on N (i.e. f(n) < f(n+1), f(mn) = f(m)f(n)if (m,n) =1)
with f(2) = a.

Problem 194. Find all functions f: Z — Z that satisfy:
a) if pjm — n then f(m) = f(n).
b) f(mn) = f(m)f(n)

Problem 195. Find all f: Ny — N, that satisfy
F(fA(m) + fA(n)) = m* +n

Problem 196. (Bulgaria '2003) Find all functions f : R — R such
that

(1) f@@+y+fy) =2y+ f(x)

for any x,y
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Problem 197. (Bulgaria '2006) Let f : R* — R* be such a function

that
fle+y) = flx—y) =4 f(x)f(y)

for any z >y > 0.
a) Prove that f(2x) = 4f(z) for any = > 0.
b) Find all such functions f.

Problem 198. (Ukraine '2003) Find all functions f : R — R such
that

flaf(@)+ f(y) =2 +y
for any x,y (compare with Problem 92).

Problem 199. (Bulgaria '2004) Find all non-constant polynomials
P and () with real coefficients such that

(1) P(z)Q(x + 1) = P(z +2004)Q(z)
for any =z € R.

Solutions to exercises
Constructive Problems

Problem 3.Find all functions f: N — R which satisfy f(1) # 0
and

PP+ 2@2) + .+ f2(n) = f(n) f(n+1)

Solution. It’s clear that f(n) # 0 as the RHS of the condition
is positive. Now by subtracting the condition written for n from the
condition written for n+1 we get f(n+1)* = f(n+1)(f(n+2)— f(n))
thus reducing by f(n + 1) # 0 we get the Fibonacci-type relation
f(n+2)= f(n+1)+ f(n). If weset a = f(1) then taking n = 1 we get
f(2) = a, thus f(n) = aF), by induction using the recurrent relation.
It’s clear that this function satisfies the condition by induction, as this
is clear for n = 1 and the induction step was proven to be equivalent
to the true relation f(n+2) = f(n+ 1) + f(n).

Problem 7.Find all functions f: N — R for which f(1) =1 and
> ) =0
din

whenever n > 2.
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Solution. A good example is the Mobius function, which is multi-
plicative. The fact that f is multiplicative too i.e. f(mn) = f(m)f(n)
for (m,n) = 1 can be proven by induction on m + n just like in the
previous problem. Indeed, if m,n > 1 we get 0 = dem f(d) =

Dodyimdoin S (drd2) = f(mn) — f(m) f(n) + (X gy f(d) (g, f(d)) =0
so f(m)f(n) = f(mn). Next writing the condition for n = p* (p-
prime) for £ > 1 and subtracting it from the condition for p**! we
get f(p**1) = 0. Therefore f(p*) = 0 for k& > 2. And writing the
condition for p prime we get f(p) = —1. Therefore if n = []p;"
then f(n) = [[ f(») so f(n) = 0 if some of k; is greater than 1 and
f(n) = (—=1)* where k is the number of prime divisors of n otherwise.
This is Moebius function.

Problem 8.Find all functions f: N — N that satisfy f(0) = 0 and
n
Flm) =1+ £

for all n € N.

Solution. This is seen as a recurrence. To compute f(n), we need to
compute f([}]) first. To compute f([}]) we need to compute f([%]) =
f([#%]) and so on. Thus if n > k"', by repeating this argument we get
f(n) =7+ f([#]). Thusif /" <n < f* then f(n) =r+1+ f(0) =
r+1,so f(n) = 14 [loggn] for n > 0. It clearly satisfies the condition.

(]

Note We have used in the proof the identity [-2-] = [--] where

m,n € N. Indeed, if a = [-=],b = [£] then mna Snx < mna + mn,
thus na < £ < na+n hence na < b < n(a+1) so [2] = a, and we are
done. The problem could be solved without this identity, if we would

look at the representation of x in base k.

Problem 87. Let k € Z. Find all functions f: Z — Z that satisfy
fm+n) + f(mn —1) = f(m)f(n) +k

Solution. This is a generalization of the previous problems. We
have already investigated the cases £ = 2,k = 0 so we shall not deal
with them any more. If f = ¢ is constant then 2¢ = ¢+ k so (c—1)* =
1 — k hence f(zr) = 1+ +1—Fk if /1 —k is an integer. So assume
f is not constant. Set m = 0 to get f(n)(1 — f(0)) = k — f(-1),
possible only for f(0) = 1, f(—1) = k. Next set m = —1 to get
f(n—=1)+ f(—n—1) = kf(n) + k. If we replace n by —n the left-hand
side does not change hence neither does the right-hand side so f is
even (recall that k # 1). Therefore we can write f(n— 1)+ f(n+1) =
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kf(n)+ k. If k = —1weget f(n—1)+ f(n) + f(n+1) = —1 and
we deduce f(3k) = 1, f(3k £ 1) = —1 which satisfies the equation. If
k=1weget f(n—1)+ f(n—1) = f(n) + 1. In this case we prove
by induction on |n| that f(n) = 1 so f is not constant. If & = —2
then we have f(n — 1) 4+ 2f(n) + f(n+1) = =2 s0 a, = f(n) + %
satisfies the equation a,,_1 4+ 2a, + a,+1 = 0 whose polynomial equation
22 4+ 22 + 1 has double root —1 thus a, = (an + b)(—=1)". As f is
even a, = a_, Which is possible only for a = b = 0 so a,, = 0 hence
f is identically ——, which is not possible. Finally if |k| > 2 then set
a, = f(n)+ m. It satisfies the condition a, 1 — ka, + a1 = 0
with associated equation 22 — kx +1 = 0. This equation has two
roots 7, + where |r| > 1. Then we find a, to be cr™ +d(1)". As f
is even, a, = a_, so cr’" + dTLn — CTL" +dr or (c — d)(r" — %n) o
¢ = d # 0 as the function is not constant. Then f(n) ~ cr” for
n — oco. We set m =n — oo to get f(2n) + f(n®> — 1) = f2(n) + k
But f(2n) + f(n?> — 1) e 1, f2(n) + k r®*, and for n — oo we get
contradiction. So are there are no solutions in this case.

Problem 88. Find all functions f: Z — Z that satisfy
fm+n)+ f(mn) = f(m)f(n)+1

Solution. Set m = 0,n = 0 to get 2f(0) = f2(0) + 1 so f(0) =
Next set m = —1,n = 1 to get f(0) + f(—1) = f(1)f(=1) + 1 so
F(=D)(f(1) =1) = 0. If f(1) =1 then set m =1 to get f(n+ 1) +
f(n) = f(n) + 1 hence f is identically 1 which satisfies our condition.
If f(—=1) = 0set m = —1 to get f(n — 1)+ f(—n) = 1. Also set
m=1toget f(n+1)=fn)(f(1)—1)+1 Ifa=f(1)—1we get
f(n+1)=af(n)+1. From here (a—1)f(n+1)—1=a((a—1)f(n )—
1). We conclude that (a — 1)f(n — k) — 1 = (k (a—1)f(n) —1).
a*|(a — 1)f(n) — 1 for any k which is possible only when f(n) = all

ora = x1. If f(n) = =15 then f(1) = a+1 = -1 so a® = 2
impossible. Hence a = +1. If a = 1 we get f(n+1) = f(n) +1
so f(n) = n + 1 by induction on |n|, which obeys the equation as
m+n+1)+mn+1) =m+1)n+1)+1. Ifa =—-1 we get
f(n+1) =1— f(n). We conclude by induction on |n| that f(n) =1
if n is even and f(n) = 0 if n is odd. Indeed, if m,n have the same
parity then m+n is even so f(m+n) =1 and also f(m)f(n) = f(mn)
so the condition holds, while if one of m,n is even and the other odd
we get f(m +mn) = 0, f(mn) = 1, f(m)f(n) so the condition holds
again. Hence all solutions are given by f(n) = 1, f(n) = n+ 1 and
f(n)=1—=mn mod 2.
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Problem 28.Find all functions f: Z — R satisfying

f@® + 0%+ %) = f(a®) + () + f(c)
whenever a,b,c € Z.

Solution. If we try to set f(z) = cx we get ¢ = 0,1,—1. If we
try to set f(z) = ¢ we get ¢ = 0,¢ = j:\/ig. We try to prove that this
are the only solutions. Firstly we want to find a way of computing
f(n) by induction on |n| (we note that f(0)3 = f(n® + (—n)® +03) =
f(n)® + f(—n)® + f(0)® so we can easily compute f(—n) from f(n).
To do this, note that if a® + b* + ¢* = m® + n® + p® then f(a)® +
F0)2 + f(e)®* = f(m)® + f(n)® + f(p)®. So if we can write n® as a
sum of five cubes of numbers having absolute value less than n, or we
can write n as sum of three cubes of numbers having absolute value
less than n, then we are done. So let’s find such representations. We
note 53 = 43 + 43 - 13 - 13 - 13,7 =63+ 434+ 43 - 134+ 03,6° =
3% 443 + 53, hence for all numbers multiples of 5,7, 6 we are done. Also
32=3+2-13-13-13,64=33+334+234+13+13,16 =23 +23,8 =
23 + 0% + 03, therefore this also holds for n = 2* for k > 4. Finally
if we have n = 2™(2a + 1), then if a is 1,2,3 then n is a multiple
of 5,7 or 6 and we have proven this case, otherwise if a > 4 then
(2a +1)> = (2a — 1> + (a + 4)* — (a — 4)®> — 5% — 1% and we get the
result by multiplying by 2™. So f is uniquely determined by f(0), f(1)
(since then we compute f(2) = f(13 + 13), f(3) = f(1*> + 13 + 1) and
use the method above to deduce f). So let’s look at f(0) and f(1).
By setting a = b = ¢ = 0 then we get f(0) = 3f(0)3 thus f(0) =
or f(0) = :I:\/ig. If f(0) = 0 then setting a = 1,b = ¢ = 0 then
f(1) = f(1)? hence f(1) = 0,1, —1 in which case we get the solutions
f(z) = z, f(z) = —x, f(x) = 0. Now assume f(0) # 0. Without
loss of generality let f(0) = (the second case is analogous since

s|~

we could look at —f 1nstead) Then by setting a = 1,0 = ¢ = 0
we deduce f(1) = f(1)* + 2(0)®, which 1s a polynomial equation in

f(1) with solutions \/Lg \_/g If f(1) = then we get the solution

flx) = \/%: We are left with the case f(1) f Also f(0) = f(—23+
8+ 0%) = f(—2)* + f(x)® + f(0)* therefore f(—x)* = —f(2)® + 52.
Thus f(-1)* = Z + 3% = %g so f(=1) = %g = —f(1). Then
F@®) = f@®+134(=1)%) = f(2)*+ F(1)°+ f(—1)° = f(2)>. From the
other side, f(23) = f(23+03+0%) = f(z2)>+£(0)3+ f(0)® = f(z)? +Wz§’

contradiction. All the cases are now investigated.

” %I
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Problem 31. Let f be a strictly increasing function on N with the
property that f(f(n)) = 3n. Find f(2007).

Solution. We have f(f(1)) = 3. If f(1) = 1 this is impossible.
Hence f(1) > 1 and then f(f(1)) > f(1) so f(1) < 3 and f(1) = 2.
So f(2) = 3. Then f(3) = f(f(2)) = 6 and we get by induction on
k f(3%) =2-3% f(2-3%) = 3" Then f(3) =6, f(6) =9 and as f
is increasing we get f(4) = 7, f(5) = 8. Thus f(7) = 12, f(8) = 15.
We then come to the following hypothesis: If 3* < n < 3% then
f(n)=n+3*forn<2-3%, f(n) =3(n—3%) for n > 2- 3% Indeed
this function is increasing and the assumption holds for £ = 1. We now
reason by induction: Assume that it holds for £ = m—1 and let’s prove
it for k = m. Assume 3" <n < 2-3™. If n =3s then f(n) = f(3s) =
F(f(f(s) =3f(s) = 3(s+3™') = n+3™ by the induction hypothesis.
If 3s < n < 3s+ 3 then f(3s) < f(3s+1) < f(3s+2) < f(3s + 3).
But we have proven f(3s) = 3™ + 3s, f(3s +3) = 3™ +3s+3. As f
is increasing, we can only have f(3s +1) = 3™ +3s+ 1, f(3s +2) =
3™ +3s+2and so f(n) =n+ 3" Ifnow 2-3" < n < 3™ then
3m <n—3"<2-3" thus f(n —3™) =nso f(n)= f(f(n—3m)) =
3(n — 3™). The induction step is proven and so we have found f. It
remains to see that 2 - 3% = 1458 < 2007 < 37 = 2187 so f(2007) =
3(2007 — 36) = 3(2007 — 729) = 3834.

Problem 36. Find all functions f: N — N satisfying
flm+ f(n)) =n+ f(m+k)
for m,n € N where k € N is fixed.

Solution. It’s clear that f is injective (if f(ni) = f(ng) taking
n = ni,ne, the left-hand side of the condition stays the same, while
right-hand side is ny + f(m+k), respectively no+ f(m+k), so ny = na).
Now let’s symmetrize the condition, by taking n — f(n + k). We get
fm+ f(f(n+k))) = f(n+k)+ f(m+ k). Tossing m and n we get
f(n+f(f(m+k))) = f(n+k)+ f(m+k) and the injectivity of f gives us
n+f(f(m+k)) =m+ f(f(n+k)), or if we take z = m+k,y = n+k we
deduce f(f(x))—x= f(f(y))—y=aso f(f(z)) =x+a. Thena > 0.
Now set n — f(n) to get f(m+n+a) = f(n)+ f(m+k). Interchanging
m,n we get f(m+n+a) = f(m)+ f(n+k)so f(n+k)— f(n) =
f(m+k)=>. So f(n+k*) = f(n)+ bk thus f(f(n+k?) = f(f(n)+
bk) = f(f(n)) + 0% But f(f(n+k*))=n+k*+a, f(f(n) =n+a
which implies b* = a? so b = a as b is clearly non-negative. Therefore
f(m+n+a)= f(m)+ f(n)+ a. This Cauchy-type equation can be
solved in a usual way: f(m+n-+a) = fim+n—1)+ f(1) +a =



95

fm) + f(n)+aso f(m+n—1)+ f(1) = f(m) + f(n). Now set
m=2toget f(n+1)+ f(1) = f(2) + f(n), and therefore f is a linear
function. If f(x) = cx + d then substituting into the condition we get
c(m+en+d)+d=n+c(m+k)+dso c(cn +d— k) = n which is
possible only for ¢ =1 (as ¢ > 0) and d = k. So f(z) = z + k and it
satisfies the requirements.

Problem 77. Let f,g: Ny — Ny that satisfy the following three
conditions:

i) f(1) > 0,9(1) >0;

i) flg(n)) = g(f(n))

iii) f(m? + g(n)) = f2(m) + g(n);
iv) g(m? + f(n)) = g*(m) + f(n).
Prove that f(n) = g(n) = n.

Solution. If we set m = 0 into iii) and iv) and compare them we
get f2(0) +g(n) = f(g(n)) = g(f(n)) = ¢*(0) + f(n) so f(n) — g(n) =
12(0) — ¢%(0). Particularly if we set n = 0 we get f(0) — g(0) =
12(0) — g2(0) or ((0) — g(0))(/(0) +g(0) — 1) = 0 so cither £(0) = g(0)
or f(0) 4+ ¢g(0) = 1. If it is the latter the one of f(0),¢(0) is 1 and
the other is 0. As the conditions are symmetric in f, g we can suppose
f(0) =1,¢(0) = 0. Then set m = 1,n = 0 into iii) to get f(1) = f2(1)
so f(1) = 1. Now we set m = 1,n = 1 into iv) to get g(1) = 1.
So g(1) = f(1). But this contradicts the fact that f(n) — g(n) =
12(0) — ¢?(0) = 1. Hence we have f(0) = ¢(0) and thus f(n) = g(n).
So the conditions iii) and iv) merge into f(m?+ f(n)) = f2(m)+ f(n).
Next let A= {f(z) — f(y)}. fu= f(z) — f(y) € A then u+ f*(1) =
f(1+ f(z)) — f(y) € A hence A contains all multiples of k = f?(1) a
it contains 0. Now let f(a) = b. Assume that b # a. Pick up n > a? b
and pick up z,y with f(x) — f(y) = (nk + a)*> — d?, so f(z) + a® =
PRV i R S S b4
F(5) + £ (nk+0)” hence (nk+a)’ — a? = f(2) ~ f(y) = f(nk+a)? — b7
or b —a® = f(nk+a)?— (nk+a)® Asb#a, f(nk+a) # nk+a. But
then |f(nk+a)? — (nk+a)? > 2(nk+a) —1 > maz{a® v?} > |b? —a?|
contradiction. This shows that b = a so f is the identity function, and
so is g.

N 2

Problem 95.Find all functions f :: QT — QT that satisfy f(x) +
f(2)=Tand f(f(x)) = L.
Solution. We have already encountered a function that satisfies

f(x)+f(5) =1, namely f(z) = 5. There are of course many of them,
but this seems more comfortable, as it indeed satisfies the condition.
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So let’s prove f(z) = a%“ If we set =1 we get f(1) + f(1) =1 so

f(1) = i. Let A be the set of all z that satisfy f(z) = z+-1 IfzeA
then f(}) =1—f(z) =1- 5 =45 = 1i;~ Also writing the second

condition for z yields f(-5) = LACARR f(35) =@+ 1) f(z+1). As
1

fz5) =1 — f(z+1) we get (:c1+2)f(x—|—1)zlso fla+1) = —=.

Thus if x € A then - and x + 1 also belong to A. It remains to show
that every positive rational number § can be obtained from 1 by means

of operations x — %, x — x + 1. This can be proven by induction on
p+2g > 3. For p4+2q = 3,p = q =1 and the basis holds true. Next if
p > q then ’? obeys the induction step and the operation r — z + 1

turns ]% to %. If p < ¢ then 1% obeys the induction step and the

operation z — * turns % to g. The verification is easy.

' Binary (and other) bases

Problem 14. (Iberoamerican)Find all functions f: N — R for
which f(1) =1 and

f@2n+1)=f(2n)+1=3f(n)+1
neN.

Solution. Again the problem is pretty directly solved if we look at
the binary representation of n. f(n) is obtained by writing n in base 2
and reading the result in base 3.

Problem 15. (IMO 1978)Find all functions f: N — N that satisfy
f(1)=1,f(3) =3 and
f(2n) = f(n)
flAn+1)=2f(2n+1) — f(n)
f(An+3) =3f(2n+1) — 2f(n)
for any n € N.

Solution. Again the function is uniquely determined, and the key
to finding it should be the binary representation of n. By direct com-
putation we get that f(1) = 1, f(2) = 1, f(3) = 3, f(4) = 1, f(5) =
5.£(6) = 3, (7) = T, f(8) = 1,(9) = 9, /(10) = 5, f(11) = 13. Up
to f(11) we could conjecture that f(n) is obtained from n by delet-
ing the zeroes at the end. However if we write 11 in base 2 we get
11 = 10115 and f(11) = 13 = 11015. So it’s natural to suppose that
f(n) is obtained by reversing the digits of n. Indeed, this is confirmed
by all the previously computed values of f, since all numbers less than
11, if we delete their last zeroes, become palindromes. This claim is
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easy to verify by strong induction. Indeed assume that it’s true for all
numbers less than k£ — 1 and let’s prove it for k. Of course we need to
consider three cases according to the three cases of the condition:

a) k is even. In this case f(k) = f(%) and the claim follows from the
induction step.

b) k is of form 4n+ 1. Assume that n has r digits, and let m = f(n)
be obtained from n by reversing its binary digits. Then the number
obtained from k by reversing its digits is 2" + m. Also f(2n + 1) =
2"+mso f(k)=2f2n+1)— f(n) =2"" +2m —m = 2" 4 m and
the claim holds in this case.

¢) k is of form 4k + 3. Again assuming that n has k digits, and
m = f(n) then the inverse of k is 2"7! 4 2" +m, while f(k) = 3f(2n +
1) —2f(n) = 3(2" +m) — 2m = 2" + 2" + m, and this case is true,
too.

Constructing functions by iterations

Problem 69. Let n € N. Find all continuous f: R — R that
satisfy f,(x) = —z where f,, is the n-th iterate of f.

Solution. f is clearly injective, so is monotonic. As it cannot be
increasing (otherwise f,(x) = —z would be increasing too) we conclude
that f is decreasing. Set a,, = fn(x). Then fo,(z) = —fu(z) = =.
Hence the set A = {ax|k € N} is periodic of period 2n so is finite. Let
ap be the smallest number of a. The as f is decreasing we conclude
that ax.1 = f(ax) is the largest in A. However as ay, is the smallest, we
have a;y, > a; hence a; = —a; 1, < —ay SO ax, = —ay is the largest.
Hence f(ar) = —ay. Also f(ary1) should be the smallest in A hence
f(—ar) = a; and by induction on p that ay, = (—1)?a;. Since A is
periodic agy, = a9 = z for some p and therefore f(r) = —z. This
function satisfies the conditions if and only if n is odd.

Problem 26.Show that there exist functions f: N — N such that
f(f(n)) =n*neN

Solution. The problem presents no difficulty to us once we have
enough experience in solving this kind of problems. If m is not a perfect
square, define a "chain” C'(m) as the sequence (z,,)neny With z; = m*.
The chains partition all N \ {1} (1 presents no problem as we can
merely set f(1) = 1 and ignore this number). Then by pairing the
infinitely many chains: (C(z1),C(y1)), (C(x2),C(y2)), ...and setting

f@2) = 42, f2") = 22" we construct the desired function. It
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presents no difficulty proving that all solutions can be written in such
form by merely copying the reasoning from the previous problems.

Problem 23.Let f: N — N ne a function satisfying
f(f(n)) =4n -3

and
f(2n) _ 2n+1 -1
Find f(993). Can we find explicitly the value of f(2007)? What
values can f(1997) take?

Solution. It’s clear that f(z) = 2z — 1 satisfies the condition, so we
try to prove that f(993) = 1995. Now if we can prove f(t) = 2t — 1 by
using the first condition we prove that f(2t — 1) =4t — 3, f(4t — 3) =
8t — 7 and so on, so f(t,) = 2t, — 1 for t, being recurrently defined
as to = t,tpy1 = 2t — 1. We know f(2") = 2" — 1, so it seems
natural to try to write 993 = t, where t, = 2% for some k. Let’s
try to go backwards: 993 = 2 -497 — 1,497 = 2 -249 — 1,249 =
2-125—1,125=2-63—1,63 = 2-32—1 and 32 is a power of two. This
procedure works for any number of form 2"(2" — 1) + 1. But if we try
to obtain f(2007) by this procedure we fail because 2007 = 2-1004 — 1
and at 1004 we stop. Now we try to construct a different function
than 2z — 1 to answer negatively to the second question. Consider a
number n > 1 which is not 1 mod 4 then we can define a sequence
S(z) = (xp)nen for zg = x, 211 = 4y, — 3, and call x the ancestor of
the sequence. It’s easy to prove that g is injective (thus so is f) and
these sequences partition N\{1}. Let g(x) = 4x—3, g,(x) be g iterated
n times. Now we can prove that if f(n) = m then f(m) = g(n) then
f(g(n)) = g(m) and so on, to get f(gx(n)) = gr(m). Hence f provides
a pretty comfortable intuitive mapping between these sequences, which
we shall define now. Let x,y be ancestors of two sequences and assume
f() = ym. Let f(y) = uthen f(gn(y)) = gm(f(y)) = gn(u), as proven
just before. However f(gm(y)) = f(ym) = g(x). So g(x) = gm(u) hence
T = gm—1(u) (if m > 0). As z is not 1 modulo 4 this is only possible
for m = 1 or m = 0. In the first case we have f(y) = x and in
the second f(z) = y. In any case, we see that f maps one ancestor
into another ancestor, and then f can be defined recursively without
contradiction on the sequences of these ancestors. In the condition
we have defined f for the powers of two and for powers of two minus
one. However we have infinitely many ancestors left which we can pair
up as we want, constructing many different functions. Particularly
pairing up 2007 with different ancestors we can obtain different values
for f(2007), so f(2007) can not be uniquely determined. Now if 2007 is
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paired with another ancestor u then either f(2007) = u or f(u) = 2007
and f(2007) = 4u — 3. Hence all possible values for f(2007) are either
u or 4u — 3 where u is a number not 1 modulo 4 and not a power of
two or one less a power of two.

Approximating by linear functions

Problem 19.Find all increasing functions f: N — N such that the
only natural numbers who are not in the image of f are those of form
2n+ f(n),n € N.

Solution. Like in the previous problem we prove that f is unique.
[t remains now to find it. Again setting f(x) ~ cx we get m ~ 2(m —
n) + c(m —n) where m = f(n) so ¢ = 2(c — 1) + ¢(c — 1) so ¢ = 2.
Therefore f(n) ~ v/2n so we can suppose that f(n) = [v2n + a]. B
computing some values of f we can even infer a = 0 so f(n) = [v/2].
To prove that this function satisfies the condition we must prove that
the sets {[v/2n]|n € N} and {[(2 + v2)n]|n € N} partition N. This
follows from the more general Beatty Theorem: If o, 5 € R™ \ @ and
5+ 5 = 1 then the sets A = {[na“n € N} and B = {[n8]|n €

N} partition N, as % + 2+f f + = f = 1. To prove Beatty
Theorem, note that [AN{1,2,...,n}| = [=] (the number of numbers
m that satisfy ma < n + l)and |BM{1, 2" Ln} = [";1] Therefore

(AL 2, b+ [BAL 2, n}| = [”“] (5] And as ["] €
(n+1 _ l;nTH> and n+1 c (n+1 1: n+l _ 1) thus [nTJrl] + [n+1] c

alpha 16 ? beta B
R ”“) = (n—1;n+1). As this number is an integer,

we finally conclude that |A({1,2,...,n}|+|B({1,2,...,n}| =n. By
writing the condition for n and for n41 and subtracting them we deduce
that |A(M{n}| + |B({n}| = 1 which implies that A, B partition N.

Problem 34.Find all functions f: N — N such that

f(f(n))+f(n+1):n+2
for n € N.

Solution. We firstly note that f(n+1) <n+1and f(f(n)) <n+1
from this relation. Hence f(k) < k for k > 1. If we try to set f(z) ~ cx
then we get f(f(n)) ~ ¢®>n thus ¢®n +cn ~ n so ¢*> + ¢ = 1 hence
c = \/5 V3=l Let’s compute now f(1). Assume that f(1) = a. Then

fla)+ f( ) = 3. We have two cases:
a) f(2) = 1, f(a) = 2. Immediately a > 3. Set n = a — 1 to get
f(fla=1))+2 =aso f(f(a —1)) = a —2. This is possible only
when f(a—1) =a—2,f(a—2) =a—2. Then set n = a — 2 to get
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a—2+a—2=asoa=4. But this contradicts the fact that f(2) =1
as we got f(a —2) = 2. So this case is impossible.

b) f(2) =2, f(a) = 1. We claim a = 1. Indeed assume for sake of
contradiction that @ > 3. Set n =a— 1. Then f(f(a—1))+a=a+1
so f(f(a—1)) =1. Let f(a—1) =b. Then f(b) = 1sob > 3. Set
n=b—1toget f(f(b—1))=0b. As f(k) < k for k > 2 this is possible
only when f(b—1) =1 so b = a. But then f(a — 1) = a, impossible.
So f(1) = 1.

Thus we can conclude that f(k) < k for any k£ and we can determine
f(n) by strong induction on n: if we have found f(1), f(2),..., f(k)
then by setting n = k + 1 we compute f(k + 1). So f is uniquely
determined and it remains to find an example. We seek f(z) ~ cx
where ¢ = @ As f(1) =1, f(2) =2 we get f(3) =2 then f(4) = 3,
f(5) =4, f(6) = 4. We can conjecture that f(x) = [cz] + 1, as this
holds for z = 1,2,3,4,5,6. Indeed, we prove f(z) = [cx] 4+ 1 satisfies
the condition. f(f(n)) + f(n+1) = [c([en] +1)] + 1+ [en + ] + 1
so we need to show that [c[en] + ¢] + [en + ¢] = n. We prove this by
induction on n by showing that either [¢(n + 1) + ¢] = [en 4+ ¢] + 1
and [c[e(n + 1)] 4+ ¢] = [c[en] + ¢] or [¢(n + 1) + ¢] = [en + ¢| and
[cle(n+1)] + ¢] = [c[en] + ] + 1. Indeed, set x = cn. Then [¢(n+ 1) +
o] =[en+c] =[r+2]—[r+c. It equals 0 when {z + ¢} < 1—c¢
and 1 otherwise, thus 0 when 1 — ¢ < {z} < 2 — 2c and 1 otherwise.
[cle(n+ 1))+ ] = [clen] + ] = [e]x + ] + ] — [c]z] + ¢]. Let {x} =t. If
t <1l—cthent < clclx+c]+c]—|[c[z]+c] = [c[z]+c]—[c[z]+¢] = 0. If
2—2¢c >t > 1—cthen [clx+c]+c]—]c[z]+¢] = [c(lr—t+1)+c]—[c(z—
t)+c] = [cx+2c—ct]—[cx+c—ct]. Now cx = ¢*n = n—cn = n—x so we
substitute to get [n—x+2c—ct]—[n—x+c—ct] = [2c—ct—x]—[c—ct—z].
As {x} = tit equals [2c—(c+1)t]—[c—(c+1)t]. Now t € (1—¢;2—2c¢) so
2c—(c+ 1)t € (2c—2(1—c?);2¢— (1 —¢?)) = (0;¢) while c— (c+ 1)t €
(—c;0) and the difference is 1. Finally if ¢ > 2 — 2¢ then we get
c—1<2c—(c+1)t<0and —1 < c—(c+1)t < —c and the difference
is zero. The condition we seek therefore holds and f(x) = [cz] + 1.

Problem 78. Find all functions f :: N — N that satisfy f(1) =1
and f(n+1) = f(n)+21if f(f(n)—n+1)=mn, f(n+1) = f(n)+1

otherwise.

Solution. Let’s put f(n) ~ cn. Then 1 < ¢ < 2. Also f(f(n)—n+1)
must equal n an infinite number of times so ¢(cn —n + 1) ~ n or
c¢(c—1) =1 hence ¢ = %5 Next we compute f(2) = 3, f(3) =4 so
we suppose that f(n) = [cn]. Firstly we prove that [cn] satisfies the
condition. Indeed, let t = {en}. Then [c(n+1)] — [en] = [en+ ] — [en]
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is 2 when t > 2 — ¢ and 1 otherwise. However [c([en] —n + 1)] =
[c(ecn—t—n+1)] = [(?—c)n+c—ct] = [n+c(1—1t)]. Tt equals n when
l—t<iort>1l=1-(c—1)=2-cand n+1 otherwise. Hence we
see that both conditions [¢(n + 1)] — [en] = 2 and [c([cn] —n+1)] =n
are equivalent to the same condition {¢n} > 2—c and thus [cn] satisfies
the condition.

Now we prove f(n) = [cn] by induction on n. It’s true for n < 3.
Next assume it holds for all n < k. We prove it for k+1. We have f(k+
1) = f(k)+2=[ck]+2if f(f(k)—k+1)=kand f(k+1) = f(k)+1=
[ck]+1 otherwise. But f(k)—k+1 < ck—k+1=k+1—-(2—c)k < k+1
hence f(f(k) —k+1) = [c(f(k) — k+1)] = [e([ck] — k 4 1)] using the
induction step. However we have proven that [c¢(n + 1)] = [en] + 2 if
[c([ck] =k +1)] = k and [c(n + 1)] = [cn] + 1 otherwise. Therefore
f(k+1) =[c(k +1)] and the induction is finished.

The Extremal Principle

Problem 4. (IMO '1977). Let f: N — N be a function such that
f(n+1)> f(f(n)) for alln € N. Show that f(n) =nforalln € N.

Solution. First note that if f(n) > k for all n > k, then

fin+1) > f(f(n) = f(k) = k.

Hence it follows by induction on k thatf(n) > k for all n > k. In
particular, f(k) > k for all k € N. Suppose that f(k) > k for some
k € N. Denote by f(m) the least element of the set A = {f(n): n >
k}. fm—1>kthen f(m—1)>m—1>kandif m—1=k
then f(m — 1) = f(k) > k. Hence f(m —1) € A. On the other hand
f(m) > f(f(m — 1)) which is a contradiction. Thus f(k) = k for all
k € N.

Problem 5. (BMO ’2002) Find all functions f: N — N such that
on + 2001 < f(f(n)) + f(n) < 2n + 2002
foralln € N.
Solution. First we shall show that f(n) > nforalln € N. Assume

the contrary and let m € N be such that f(m) < m and k = f(m) be
the least possible. Then for [ = f(k) we have

k+ 1> 2m+ 2001 and f(I) + 1 < 2k + 2002.
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Hence

2k + 2002 > f(I) + 2m + 2001 — k
and we get
f)<3k—-2m+1<k<m<l,

a contradiction. Hence the function g(n) = f(n) — n is positive. Let
g(p) be its least value and set ¢ = f(p). Then it follows by the given
condition that

29(p) + g(q) = 2001 and 2g(q) + g(f(q)) < 2002.
These inequalities imply that

4g(p) > 4002 — 2g(q) > 2000 + g(f(g)) > 2000 + g(p),
i.e. g(p) > 667. Now it follows by the inequality
29(n) +g(f(n)) < 2002

that g(n) = 667, i.e. f(n) =n+ 667 for all n € N. Conversely, it is
easy to check that this function satisfies the given conditions.
Substitutions

Problem 123. Find all continuous functions f: R — R that satisfy
f@)y+ fy)e = (z+y)f(x)f(y)

Solution. If f(y) = 0 then yf(z) = 0soif y # 0 then f is identically
zero. Otherwise f is non-zero on R\ {0}. Then set y = z to get
2¢f(z) = 22f%(x) so f(x) = 1. As f is continuous, in this case f is
identically 1.

Problem 119. Find all continuous functions f: R — R for which
flx+y) = flz—y)=2f(zy+1) - f(2)f(y) -4

Solution. If we set © = 0 we get f(y)— f(—y) =2f(1)— f(0)f(y) —
4. If we set y = 0 we get 2f(1) — f(z)f(0) — 4 = 0, so if f is not
constant then f(0) = 0 hence f(1) = 2 and from the first relation
we get f(y) — f(—y) = 0 so f is even. (Note that if f = ¢ then
2c — ¢ — 4 = 0 which has no real roots so f cannot be constant).
Next set y =1 toget f(z+ 1) — f(x —1) =2f(x+ 1) —2f(z) — 4 so
flx+1)—=2f(z) + f(x — 1) = 4. From here we deduce by induction
that f(n) = 2n? for all integers n and that f(x +n) = 2n2 +bn +c
for some b, ¢ depending only on z and not on N € N. For x = % we
have b = 0 because f(3) = f(—3). Next set y = 1 to get f(z + 1) —
flx—3) =2f(£+1)— f(2)f(3) — 4. If now z = 2k where k € N we
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get (2(2k+ 1)2 +¢) — (2(2 k——)2 ¢)=2(k+1)*—-8k*(3+¢c)—4
and we deduce ¢ = 0 so f(k+ 3) = 2(k+ )% Now we prove that
f(t) = 2t* for all t = % where a, k € N by induction on k. The basis is
proven. For the induction step, write the previously obtained relation
flx+3)— fle—3)=2f(2+1)— f(x)f(5) — 4. Now if t = & where
k > 1 and a is odd then taking z = 2(¢ — 1) and plotting it into the
relation we get f(t) = 2t* as desired. As the numbers # are dense in
R f(x) = 222

+

Problem 104.(ISL 2000)Find all pairs of functions f :: R — R that
obey the identity

flz+9y) =2f(y) —yf(r) + g(z)

Solution. If f is identically zero then so is g. Now assume f is not
identically zero. Let’s prove g take the value zero. Set xz = 0 to get
flg(y)) = —yf(0) 4+ g(0). Particularly f takes the value 0 because if
f(0) # 0 then —yf(0) 4+ ¢(0) is surjective. Next setx — g(z) to obtain
flg(x)+9(y)) = 9(=)f(y) =y f(0)+2y f(0)+g(g(x)). Swapping = and y
we get f(g(x)+9(y)) = f(x)g(y) —2f(0)+zyf(0)+9(g(y)). Therefore
9(x)f(y) —yf0) + f(f(x)) = g() f(x) —xf(0) + g(g(x)) (1). Now set
y =t with f(t) = 0 to get —tf(0)+g(g(x)) = g(t) f(x)—xf(0)+g(g(t))
so g(g(x)) = c—az+uf(x) where c = tf(0)+g(g(t)),a = f(0),u = g(t).
If we substitute into (1) we get g(z)f(y) + uf(x) = g(y) f(z) + uf(y)

hence (g(x) —u) = g(;’() “f(x) if f(y) # 0. Taking a fixed value of

y in which f does not Vamsh we get g(z) —u = kf(x) so g(x) =
kf(z)+u or g depends linearly on f. If £k = 0 then g is constants and
flx+u)=xf(y) —yf(z)+ u so setting y = = gives us f(x +u) = u
so f =g = u. Now assume k # 0. We have g(g(z)) = ¢ — az + uf(z)
and also f(g(r)) = —zf(0) + g(0). But g(g(z)) = kf(9(z)) + v =
k(—zf(0) +¢(0)) + u = —kf(0)xz + kg(0) + u. So ¢ —ax +uf(z) =
—kf(0)x 4+ kg(0) + u. If u # 0 then we express f as a linear function
hence so is g. If w = 0 then g(¢) = 0 and —kf(0)z + ¢g(0) = ¢ — ax
hence f(0) = a = —kf(0),c = ¢g(0). Then set y =t to get f(x) =
—tf(z)+ kf(x) = (k—1t)f(x) so k—t = 1. Now the original condition
can be rewritten as f(z+kf(y)) = xf(y) —yf(z)+kf(x). Particularly
we deduce f is injective as if f(y1) = f(y2) then by setting y = y1, y2
we conclude y; f(z) = yof(x) for all & hence y; = yo. If f(0) = 0 then
f(g(y)) = g(0) so the injectivity of f implies g is constant hence so is
f. Otherwise we get f(kf(y)) = —yf(0)+¢(0) = (k—1y)f(0). Now set
v — kf(x) to get f(kf(x) + ki) = kF@) )+ (k —y)f(kf(z)) =
kf(z)f(y) + (k —y)?f(0). By symmetry we deduce also f(kf(z) +
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kf(y)) = kf(2)f(y) + (k = 2)2f(0) so (k = 2)*f(0) = (k — y)*f(0) for
all z, y which is impossible.

We have thus proven that f,g are linear functions. Set f(z) =
ar+0b,g(x) = cx +d. We substitute to get f(x+cy+d) = z(ay+b) —
y(ax +b) + cx +d or ax + acy + ad+ b = (b — d)x — by + d + cx so
(a+d—b—c)x+ (ac+b)y+ad+b—d=0. Sob=—ac,d=b+c—a=
c—ac—a. Then ad+b—d=0so0 a(c—ac—a)—ac—c+ac+a=0or

CLC—CZZC—CL2—C+CL: 0 SO C(QQ—G+1) = a(]_—a) hence CcC = (;(i;i)l-

Problem 136. If ¢ > 0 find all continuous functions f for which

flx+y)=a"f(z)f(y)

) will satisfy g(z +y) = g(z)g(y)

2
a%-l—bm.

~

Solution. The function g(z) =

Sk

hence g(z) = a® for some b so f(x)

Problem 138. Find all continuous functions f: R — R that satisfy

flx)+ fly) +2f(x)f(y)
S )

Solution. If we let ¢(z) = %7 then we observe that {(f(z +y)) =
1(f(x)) + t(f(y)). Thus ¢(f(x)) = ax hence f(x) = {55 = 2.

Problem 130. Find all continuous function f - (a;b) — R that
satisfy f(zyz) = f(z) + f(y) + f(2) whenever zyz,z,y,2z € (a;b),
where 1 < a® < b.

Solution. Let a = €*,b = € with 0 < 3k < [. Consider the
function g: (0;1 — k) — R,g(t) = f(e**). The condition rewrites as
g(u+v+w+2k) = g(u) + g(v) + g(w) whenever v+ v+ w < [ — 3k.
Particularly g(u + v + 2k) = g(u) + g(v) + g(0) = g(u + v) + 2¢(0) for
u+v < k—2[. (Note that ¢(0) is actually not defined but we can define

9(0) = 39(2k) and observe that when ¢ — 0 we have g(3c+2k) = 3g(c)
so by continuity g(x) — @ = ¢(0). The condition g(u)+g(v)+g(0) =
g(u+v)+2¢(0) is then obtained by taking ¢ — 0in g(u)+g(v)+g(2¢) =
g(u+v)+2g(c))). Then g—g(0) is additive and continuous on [0; [ —3k)
which implies g(x) = cx + d on [0;1 — 3k]. Then if ¢t < [ — 3k then we
have g(2k +1t) = g(5) + 9(%) + 9(3) = ¢t +3d. So f(z) = clnz +d
for z € (a; %) and f(z) = zlnz + 3d for z € (a*b). Note that if
b < a® then the condition says nothing about f on (a%, a®) except that
it’s continuous: if zyz € (a;b) then xyz > a® z,y,2 < a% because
b > xyz > za? ya® za®. So in this case every continuous function
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that satisfies f(z) = clnx +d for x € ( a; %) and f(z) = clnz + 3d for
z € (a%;b) is asolution. If b > a® then % > a® hence f(%) = cln(b2)+d
from one side and cIn(3z) + 3d from the other side. So d = 0 and since

the intervals (a; %] and [a®b) cover (a,b) we have f(z) = clnz the
only solutions.

Problem 131. Find all continuous functions f: R — R that satisfy
fley) = xf(y) +yf(x)

Solution. If y = 0 we get f(0) = xf(0) so f(0) =0. If z,y #0
then divide the condition by zy to get L S;y) ! (y) +1 (‘T . Hence if we

denote g(u) = % we get g(u+v) = g(u) +g(v ) As g is additive and
continuous we get g(x) = cx thus f(x) = cx Inz for x > 0. For x <0

set y = x to get f(z?) = 2xf(x) so f(x) = 2) = ’3“”212‘; 2 — cxln|z|.
So f(z) = cxln|x| for all x # 0, f(0) = O " We only need to check
the continuity in zero which is equivalent to lim; g+ tInt = 0. But if

t= eix this turns to lim, . 2 = 0 which is true.

Problem 46.Find all functions f: QT — Q7 that obey the relations

flz+1)=f(x)+1
if z € Q" and

ifx e+,

Solution. It’s clear that the identity function satisfies the condition.
Now pick up any rational number r = 2. Then we must have f(r+k) =

f()-i—kfork‘GZandthenf((r—f—k:)) fr+k)? = (f(r)+k) =
F3(r) + 3k f2(r) + 3k2f(r) + k3 = f(r )+3k;f2( )+ 3k2f(r) + k3. But
fl(r+k)3) = f(r®+ 3r2k + 3rk® + k%) and if ¢*|k then r?k,rk? k* are
integers hence f((r + k)*) = f(r)* 4+ 3r?k + 3rk? + k*. So the identity
3kf2(r)+3k2f(r) + k3 = 3r2k+ 3rk*+ k3 holds for all k divisible by ¢>.
The identity can be rewritten as (f(r) —r)(3k*+3k(f(r)+7)) = 0 and
3k? +3k(f(r)+7) as a quadratic in k will not vanish for all k divisible
by ¢* (there are infinitely many of them). Therefore f(r) —r =0 so f
is the identity function.

Problem 89. Show that if f: R — R satisfies
flay) = xf(x) +yf(y)

then f is identically zero.
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Solution. Set y =1 to get f(z) = xf(x) + f(1) so (1 —x)f(z) =
f(1). For z =1 we get f(1) =0so0 (1 —z)f(x) =0 hence f(z) =0 for
x # 1. Hence f is identically zero.

Problem 44. Find all functions f: R — R that obey the condition
F(f(@) +y) = fla® —y) +4f(2)y

Solution. We can guess the solution f(z) = z? together with the
trivial f = 0. By setting y = 0 we get f(f(z)) = 2% If f would
be injective, we would immediately conclude that f(z) = 2. Assume
not that f(z1) = f(x2). Then substituting x = z1,2 = x5 into the
condition we get f(z? —y) = f(z2 —y) so f(t) = f(t + b) where
b=x? —z3 If b +# 0 then we can find ¢y such that ({g +b)*> — 13 = a
where 0 < a < % is a fixed number, thus setting x; = tg, xo = to+b we

get f(t+a) = f(t). Henceif [x—y| < % we can assert that f(x) = f(y)
hence f is a constant function ¢ and substituting into the condition
we get ¢ = 0 which contradicts the fact that we’ve picked up f not
identically zero. The contradiction arose from the fact that we assumed
that f(z,) = f(z2) and 22 # z3. Thus f(z) = f(y) can hold only if
y = +z. Returning to f(f(z)) = f(2?) we deduce f(z) = +z? for any
z. Now assume for some xq # 0 we have f(zy) = —z2. Then setting
T =z we get f(—22 +y) = f(z2 —y) — 4ady therefore f(—a3 + y) —
fag—y) = —dagy. As f(—25+y) = £(25—y)*, f(25—y) = £(z5-y)*,
we have f(—z2+y)— f(x3—y) = 0,2(z2—y)? or —2(x¢—y)?. So for any
y, —4ady € {0,2(22 — y)* or —2(x¢ — y)?}. However for zg # 0 each of
—4xdy = 0, —daly = 2(ad — y)?, —4ady = —2(22 — y)? is an equation in
y which is either linear or quadratic hence has at most two solutions as
it’s leading coefficient is not zero. Therefore we have at most 6 values
of y for which the assertion holds, contradiction. So f(z) = 2.

Problem 52.Let k£ € RT. Find all functions f: [0,1]> — R such
that the following four conditions hold for all x,y, z € [0; 1]:

i)
ii)

f(f(z,y),2) = f(x, f(y, 2))
flz,y) = f(y, z)

i)
flz, 1) =2z
iv)
flzz,zy) = 2" f(z,y)



107

Solution. Assume that < y (the second case is reduced to the first
by ii) ). Then set z = y and we have f(z,y) = f(z%,z) = zkf(ﬁ, 1) =
yk§ = xy" 1. Hence we have f(z,y) = min{z,y}max{z,y}*='. This
function clearly satisfies the last three conditions. We’ve got just the
first one to check. Assume that + < y = z. Then f(f(z,9),2) =
flay*t 2) = flay*Ly). If x < (%)2_’“ then zy*~! < y hence
f(f(z,y),2) = xy* 19+t = zy**~2. From the other side f(z, f(y,2))) =
f(z,y*) and if z < y* then f(x, f(y,2)) = axy**—D. So xy*—2? =
ry**=1) for all 2,y € [0;1]? that satisfy < ¢!,z < y>7*. This is pos-
sible only when k(k —1) =2k —2so k =1or k = 2. If k = 1 then
f(z,y) = min{x,y} and if k = 2 then f(z,y) = xy. It’s obvious that
both functions satisfy the first condition.

Problem 68. Find all continuous functions f: R — R that satisfy
3f(2x+1) = f(x) + ba.

Solution. If we seek f(x) = az+b then we must have 3(2az+a+b) =
(a + 5)z 4 b hence 3b+ 3a = b,6a = a + 5 hence a = 1,b = —3. Then
if we set g(x) = f(z) 4+ 2 — « then we get 3g(z) = g(2z +1). If we
let h(z) = g(x — 1) we get 3h(z + 1) = h(2z + 2) or 3h(2z) = h(x) or
h(z) = $h(2z) thus h(z) = 5-h(Z%). As & tends to zero, f(Z) tends

2n

to f(0) so = f(Z) tends to zero. Hence h = 0 thus f(z) =z — 3.

Problem 8. (Shortlisted problems for IMO ’2002) Find all functions
f: R — R such that
F(f(@) +y) =22+ f(fy) — x)

for all z,y € R.

Solution. Setting y = —f(z) in the given equation gives

f(f(=f(z)) —x) = =22+ f(0)

for all x € R. Hence the function f(x) is surjective since the function
—2z + f(y) takes all real values when x runs over R. Hence there is
a € R such that f(a) = 0. Setting z = a in the given equation gives

fy) =2a+ f(f(y) —a)

forall y € R. Set z = f(y) —a. Then f(z2) = z—a forall z € R
since the function f(y) — a takes all real values. Conversely, it is easy
to check that for any a € R the function f(z) = = — a satisfies the
given condition.
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Problem 9. (Bulgaria, 1996) Find all functions f: R — R such
that

f(f@) +af(y) =xf(y+1)
for all z,y € R.

Solution. Set f(0) = a. Then the given equation for x = 0 gives
f(a) =0 and setting y = a gives

f(f(2) =zfla+1). (1)
We shall consider two cases.

1. Let f(a+1) =0. Then f(f(x)) =0 for allz € R. Suppose that
f(y+1) #0 for some y € R. Then the given equation shows that the
function f(x) is surjective. Then the function f(f(z)) is also surjective
which contradicts to f(f(x)) =0. Thus f(z) =0.

2. Let f(a+1) # 0. Then it follows from (1) that the function f(x)

is injective (if f(z1) = f(z2) then z1f(a+1) = f(f(z1)) = f(f(22))
xof(a+1),1.e. x1 = x9). Setting x = 1 in the given condition gives
FUW) + W) = fly+1),

ie. f(1)+f(y) =y+1. Inparticular, f(1)+ f(1) = 141, ie. f(1) = 1.
Hence f(y) =y for ally € R.
Thus there are two functions satisfying the given functional equation

- f(z) =0and f(z) = x.

Problem 10. (BMO 1997 and BMO ’2000) Find all functions
f: R — R such that
flaf(@)+ f(y) = f(x) +y
for all z,y € R.

Solution. Setting z = 0 in the given equation gives f(f(y)) =
12(0) +y. In particular, f(b) =0 for b = —f?(0). Then
F(fw) = fOF®) + fy) = f(b) +y =y
which shows that f(0) = 0 and f(f(y)) =y forally € R. Now setting
y = 0 in the given equation we get f(zf(z)) = f?(x). Hence
fi@) = faf(@) = f(f(2)f(f(2)) = f*(f(2)) = 2%,
ie. f(z) = £z for all z € R. Suppose that f(z) =z and f(y) = —y

for some x and y. Then we get from the given equation that (2% —y) =
2 + y which implies z = 0 or y = 0.
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Thus the only solution of the problem are the functions f(z) = x
and f(z) = —ux.

Problem 13. (USA, 2002) Find all functions f: R — R such that

f@® —y*) =af(z) —yfly)
for all z,y € R.

Solution. Setting y = 0 gives f(2?) = xf(x) which implies f(0) = 0.
If © # 0 then zf(z) = f(2?) = —xf(—x), i.e. f(—x)= —f(x). Hence
f(=x) = —f(x) and f(z*—9y?) = f(2?)— f(y?) for all z,y € R. These
two equations imply that
f@)+ fly) = fle+y)
for all z,y € R. Note that the above equation together with f(2?) =

xf(x) is equivalent to the given equation. For any x and y = 1 — = we
get

f@)=fly) = fle—y)=f®—y*) =af(z) —yf(y) =
=zf(r) — (1 —2)f(y) =2(f(x) + f(v) — fly) =2f(1) = f(y),

ie. f(xr) =xzf(1). Hence f(z) = cx, where ¢ € R is a constant.

Additive Cauchy Equation

Problem 12. (Bulgaria, 1994) Find all functions f: R — R such
that

wf(x) —yfly) = (@ —y)flz+y)
for all z,y € R.

Solution. It follows from the given equation that

(@ +y)flz+y) —yfly) ==f(z+2y).
Subtracting this from the given equation gives

f@)+ flz+2y) =2f(z +y)
which is equivalent to

)+ 1) =27 (57 0

for all z,y € R. Set b= f(0). Then
fla)+b=2f(3)
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which together with (1) gives
f@)+ fy) = flz+y) + b

Now using the given equation we get

z(f(y) —b) = y(f(x) —b).
Hence f(x) —b = z(f(1) — b, i.e. f(x) = ax + b, where a and b are
constants.
Conversely, it is easily checked that any linear function satisfies the
given equation.

Problem 109.Find all functions f :: R — R that satisfy
fle+y)+ flay) = fla)f(y) +1

Solution. We can guess f(z) = z + 1 as a solution. If x = y =
0 we get 2f(0) = f(0)* +1so f(0) = 1. If we set y = 1 we get
fle+1)+ f(x) = f(z)f(1)+1. Set f(1) = a. Then we get f(x+1) =
(a—1)f(x)+1. Ifa =1weget f(x +1) = 1so f is identically 1
Otherwise we get 1 = f(=14+1) = (a — 1)f(—=1) + 1 so f(-1) = O
Also f(2) =ala—1)+1=a*—a+1. f(3)=(a—1)(a*—a+1)+1=
a®—2a*+2a, f(4) = (a—1)(a®—2a*+2a)+1 = a* — 3a® +4a* — 2a+1.
Now set # = y = 2 into the condition to get 2f(4) = f(2)> + 1 so
2(a*=3a*+4a*—2a+1) = a*—2a*+3a*>—2a+2 so a*—4a*+5a*—2a = 0
soa(a—2)(a—1)2=0. Asa # 1 we either havea =2ora=0. Ifa =0
we get f(z+1) = 1— f(x) hence f(x+2) = f(x). Then set y = 2 to get
F+2)+£(20) = FQ)f(@)+1 = fx) +1. As f(z+2) = f(z) we have
f(2z) =1 and then for z = 1 we get f(1) = 1 contradiction. So a = 2
and then f(x+1) = f(x)+1so f(z) =x+1forz € Z. Nowasz+1is
a solution, we may suppose f(z) = g(z)+ 1 and try to prove g(x) = x.
The condition transforms to g(z +y) + g(zy) = g(x)g(y) + g(x) + g(y).
Then g(z) =x forx € Nand g(x+1) =g(z)+ 1. fwesety =k e N
then g(x + k) + g(kx) = kg(x) + g(x) + k so g(kx) = kg(x). Then
y =z gives g(2?) + g(2x) = g(x)? + 2g(x) and as g(2z) = 2g(x) we get
g(z%) = g(z)? so g is nonnegative on RT. Now write y — y + 1 to get
g(@+y+1)+g(zy+z) = g(x)g(y+1)+g(x)+g(y+1). As g(z+y+1) =
g@+y)+1,9(y+1) =g(y)+1and g(z+y)+g(zy) = g(x)g9(y) +9(y),
subtracting these two relations we deduce g(zy + z) = g(zy) + g(z).
Now if u,v # 0 we set y = 2,0 = u to get g(u +v) = g(u + v) for
u,v # 0. As g(0) = 0 we conclude that g is additive. And since g is
nonnegative on R* g(x) = cx. Since g(z) = z for z € N, ¢ = 1. So
f(x) =2+ 1 and f(z) =1 are the solutions.
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Problem 30.Find all functions f: N — N such that
f(fm)+ f(n)) =m+n

for all m,n € N.

Solution. If f(m;) = f(ms) the by setting m = mq, my we deduce
my+mn = mo+n som; = ms. Thus f is injective. Hence if m+n = k+1
then f(f(m) + f(n)) = f(f(k) + f(I)) so f(m) + f(n) = f(k) + f(I).
Therefore f(m+n—1)+ f(1) = f(m)+ f(n). Hence by setting m = 2
we get f(n+1) = f(n)+f(2)—f(1). If weset f(2)—f(1) =a, f(1)=b
we deduce by induction on n that f(n) = a(n—1)+b = an+b—a. Hence
F(F(m)+ F(n)) = flam-+b—a-+an+b—a) = f(a(m-+n)+2(b—a)) =
ala(m +n) +2(b—a))+ (b —a) = a*(m+n) + (2a + 1)(b — a). As
f(f(m) + f(n)) =m+n we get a*> =1 hence a = 1 (a = —1 yields f
negative for sufficiently big n) and (2a + 1)(b —a) = 3(b —a) = 0 so
b=a =1 and f is the identity function. It satisfies our condition.

Problem 18. Denote by T the set of real numbers greater than 1.
Given on n € N find all functions f: T — R such that

fl@™ 4y =" f(2) + y" f(y)
forall z,y € T.

Solution. The solution is similar to that of Problem 13. Setting
xr =y gives f(22"™1) = 22" f(z). Hence

2f (™ ™) = f(22"Y) + f(2y™1Y),
l.e.
2f(x +y) = f(22) + f(2y)
for all x,y > 1. Then

Fornri) = £ (25520 )41 (23) =27 (45 ) = o))

for all x, z > 2 and y > 0. This shows that the functions f(z+y)— f(z),
where z > 2, y > 0 depends only on y. Set g(y) = f(z +y) — f(z).

Then 5 9
f(Qx) + f(2y> = flz+y) = flz)+9(y),

x> 2, y>1. Hence f(2z) = 2f(x) + a, where a is a constant. Then
it follows by induction that

F2) =27 f(4) +a@7 - 1)
for any k > 2. Hence
f(2'4n+1) — f(22n+3) — 22n+1f(4)+a(22n+1_1) — 2.4”f(4)+a(22"+1—1).
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On the other hand we have
(24" =2.4"f(4)
and therefore a = 0. Then

fle+y) = fl@)+ f(y), f") = 2" f(2),

x,y > 2. It follows by induction that f(kx) = kf(x) for any k& € N.
In particular for any s € N we have f(3°) = 3°7!f(3) = 3°.c where
c= @ Thus for any z > 2 we have

fle+3%) = f(z)+ f(3°) = flz) +3%c . (1)
Set k = 3° where s € N. Then

n+1

J=0

ko1 = 3 M)k 70 + ko)

- J
7=0
where in the last identity we have used (1). Comparing the coefficients
of k™ on both sides we get (n+ 1) f(z) = f(x) 4+ nac, i.e. f(x) = xc for
all x > 2. Now let x > 1 and take y > 2. Then
@yt = 2" f(2) +y" fy) = 2" f(2) + ey

which shows that f(x) = cz. Thus the solutions of the problem are all
functions f(z) = cx where c is a constant.

Problem 20. (Russia '1993). Find all functions f: Rt — R* such
that

fla¥) = f(z)!®
forall z,y € R*.

Solution. We shall show that the function f(z) = x is the only
solution of the problem. Suppose that f(a) # 1 for some a > 0. Then

f(a)f(:cy) = f(a®™) = f(a:r:)f(y) — f(&)f(x)f(y)’
i.e. f(xy) = f(z)f(y). Hence
F@) 0 = f(a™) = f(a") f(a”) = f(a)/ W,

ie. f(x+y)= f(x)+ f(y). Now it follows from Problem 19 (f(x) is
bounded from below since f(z) > 0) that f(z) = cx where ¢ = f(1) >
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0. Hence ca¥ = (cx)®. In particular ¢ = ¢¥ for all y > 0 which shows
that ¢ = 1.

Problem 21. (generalization of Problem 15) Find all functions
f: Rt — R which are bounded from above on an interval and such
that

faf(y) =yf(x)
for all z,y € R".

Solution. For any z > 0 set x = Z_ and y = 1. Then

f(1)
F(f(2) = f(f(xf(1)) = f(L.f(2) =2f(1) = ,

ie. f(f(2)) = 2 Hence flzy) = f(ef(fW) = Fu)f(x). Set

g(x) = lg f(10%),x € R. Then g(z) + g(y) = g f(107) + lg f(10%) =
le £(10°)£(109) = Ig F(10°.10) = g f(10°*7) = gl +y), Le. gla-ty) =
g(z) + g(y) for all z,y € R. Moreover the function g(z) is bounded
from above on an interval since f(z) is so. Then g(x) = cx for all
x € R, where ¢ = g(1) (see the Remark after Problem 19). Hence
lg f(10%) = cx, ie. f(10%) = (10%)¢ showing that f(z) = 2¢ for all
z € R*. Now the given equation gives (zf(y))¢ = ya¢, i.e. a¢y° =
yr¢. Hence ¢ = 1, ie. ¢ = £1. Thus f(z) = x for any * € R or

flz) = = for any z € R*.
T

Problem 22. (generalization of Problem 16) Let S be the set of all
real numbers greater than —1. Find all functions f: S — S which are
bounded from above on an interval and such that

fle+ fly)+2fy) =y+ f(2) +yf(z)
for all z,y € S.

Solution. Replacing x and y by £ — 1 and y — 1, respectively we
get fa(fly — 1)+ 1) — 1) = y(f(z — 1) + 1) — 1 for any 2,y > 0.
Hence the function g(z) = f(x —1)+1 satisfies the functional equation
g(zg(y)) = yg(zx) for z,y € R*. It follows from Problem 21 that either
g(z) =z or g(x) = —, z € R*. Hence the solutions of the problem

x
x
the functi = d = — .
are the functions f(z) = z and f(z) T2
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Problem 23. (IMO ’2002) Find all functions f: R — R such that

(f(@) + fE)(f(y) + f() = [y — 2t) + f(xt + y2)
for all z,y,2,t € R.

Solution. Setting y = z =t = 0 gives 2(f(x) + £(0))f(0) = 2£(0).
Hence 2(f(0))? = f(0) and it follows that either f(0) = % or f(0) =0.

1 1
If f(0) = = then f(z) = 5 for all # € R and this function is a solution

of the problem.

Suppose now that f(0) = 0. Setting z = ¢t = 0 gives f(x)f(y) =
f(zy). In particular, f2(1) = f(1), i.e. either f(1) =0or f(1)=1. If
f(1) =0 then f(z) = f(x)f(1) =0 for all z € R and this function is
also a solution of the problem.

So we may assume that f(1) = 1. Setting z = 0,y =t = 1 gives
f(z) = f(=2), ie. f is an even function. Then the identity f(z?) =
f?(x) shows that f(z) > 0 for any z. Now setting x = t,y = 2z we get

(f(2) + f(y)* = f(=* +9°).
Consider the function g(x) = 1/ f(x). Then g(z?) = \/m = f(x) =

g*(z) and the above identity implies

9(2*) + g(y*) = g(=* +y7).
Thus ¢ is a non-negative even function which is additive on R* and
g(1) = 1 (this function is also multiplicative on R*). Now it follows
from Problem 19 that g(z) = x for z € R* and the fact that g is even
shows that g(x) = |z| for any x € R. Thus f(z) = 2% and it is easy to
check that this function satisfies the given condition (in fact we have
to check the Lagrange identity).

Problem 79. (Korea 1998) Find all functions f: Ny — N, that
satisfy
2f(m* +n?*) = f(m)* + f(n)*
for all m,n € Nj.

Solution. Again the clue to the problem is not the condition itself
but an observation that follows directly from it: if m? 4+ n? = 22 4 42
then f(m)*+ f(n)? = f(x)*+ f(y)*. Using this we can compute f(n)
from f(0) and f(1): set m = n = 1 to compute f(2), then m = 0.n = 2
to compute f(4), m = 1,n = 2 to compute f(5), then m = 3,n =4
to compute f(3), m =n = 2 to find f(8), m = 1,n = 3 to get f(10)
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then m = 6,n = 8 to compute f(6). If n > 6 we can compute f(n)
inductively on n as follows: we only need to find x,y,z < n with
12 +n? = y? + 22 or equivalently n®> —y*> = 22 — 2% or (n+y)(n —y) =
(z —x)(z+x). Set y = n — 2k then (n+y)(n —y) = (2n — 2k)2k so
if we have z +x = n — k,z — x = 4k we satisfy the condition. Now
this implies z = 2=tk — sk 1 — n-5k - Go this is possible if n — k
is even, n > 5k, "% Now take k = 1+ (n — 1( mod 2 < 1. Then
n>525k7%3k§"7%<nsowearedone.

It remains therefore to investigate f(0) and f(1). If wesetm =n =0
we get 2f2(0) = 2f(0) so f(0) = 1 or f(0) = 0. If f(0) = 1 set
m = 1,n = 0 to get 2f(1) = f2(1) +1 so (f(1) — 1)*> = 0 hence
f(1) = 1. Now f(z) = 1 satisfies the conditions. As f can be uniquely
computed from f(0) and f(1) we conclude f(z) = 1 is the only solution
in this case. Now if f(0) = 0 thenset m = 1,n = 0 to get 2f(1) = f%(1)
so f(1) =0or f(1) = 2. f(x) = 0 satisfies the conditions and f(0) =
f(1) = 0 so it’s the only solution with f(0) = f(1) = 0. f(z) = 2z
also satisfies the conditions and f(0) = 0, f(1) = 2, so it’s the solution
with f(0) =0, f(1) =2

f(z) = 2z, f(z) = 1, f(z) = 0 are therefore the solutions to our
equation.

Problem 91. Find all functions f: R — [0; 00) that satisfy
F@® +y%) = f@* = y?) + f(2xy)

Solution. If we replace y by —y we see that f(2zy) = f(—2zy) so
fis even. Now set g(z) = f(x?). We claim g(u) + g(v) = g(u + v)
for u,v > 0. Indeed, to prove this we need to find z,y such that
(2 —i—y) =u+v,(2? —y*)? = u,42%y* = v. Indeed, we get 22? =

Vu 4 v+/u, 2y? = Vu+v—+/u thus z = y/ “J“JJ”f,y—\/ R Vu

satisfy our claim. Therefore g is additive on R*. Moreover by deﬁmtlon
g is non-negative hence if x > y the g(x) = g(y) + g(x —y) > g(y) so g
is non-decreasing. Therefore g(x) = cz for ¢ > 0 hence f(x) = cz? for
¢ > 0. This function satisfies the condition as (z? +y?)* = (2% —y*)* +
(2zy)%. Note that the key to the proof was exactly this well-known
identity which suggested us to substitute g(z) = f(z?) in order to get
additivity.

Problem 92. Find all functions f :: R — R that satisfy
fly+z2f(2) = fly) +zf(2)
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Solution. If f is not identically zero then for f(z) # 0 f(x1) =
f(zg) implies x; = x4 if we set © = y1,y9, so f is injective. Also f
is surjective as if we fix y,z with f(z) # 0 then the right-hand side
of the condition written for x,y, z will span the whole real line, hence
so will the left-hand side. Thus f is a bijection. Now if x = 0 then
fly+ zf(0)) = f(y) and the injectivity of f implies y + z2f(0) = y
for all z, possible only for f(0) = 0. Next if we set y = 0,2 = 1 we
get f(zf(1)) = f(z) hence zf(1) = z for all z so f(1) = 1. Next set
y=0,z=xtoget f(f(z)) =z. Henceif wesety =0, — f(x) we get
f(zx) = f(2)f(z) so f is multiplicative. If we set z = 1,2 — f(x) we
get f(y+x) = f(y)+f(x) so fis additive. As we know the only additive
and multiplicative function is the identity function. Thus f(z) = 0 and
f(z) = x are the only solutions

Problem 93. Find all functions f :: R — R that satisfy
f@f(z)+y) =z2f(x) +y

Solution. f is obviously surjective because the right-hand side runs
through all real numbers when we fix x,z. If f(y;) = f(y2) setting
z =0,y = y1,y2 and comparing the conditions we deduce y; = 1. So
f is a bijection. Now set y = 0 to get f(xzf(2)) = zf(x). Particularly
for z = 0 we get f(zf(0)) = 0. As f is injective we deduce zf(0) is
constant hence f(0) = 0. Now set x = 0 to get f(y) = y. The identity
function satisfies the condition.

Problem 114. Find all continuous functions f: R" — R that sat-
isfy

f(xlax%"wxn)+f(y1)y27"'ayn>:f($1+y1""7xn+yn)

Solution. If we set f;(z) = f(0,0,...,0,2,0,...,0) where z in the
i-th position then f(zq,x2,...,2,) = fi(z1) + fa(x2) + ... + fu(zn).
Now as [ is additive so are f; (just set x = 0,y = 0 for k # i to get
filxz:) + fi(yi) = fi(x; + ;). Moreover since f is continuous so are f;
therefore f;(x) = c;x. Hence f(xy1,29,...,2,) = 121 + ... + ¢y, and
this function clearly satisfies the condition.

Problem 24. Given an integer n > 2 find all functions f: R — R
such that

fE"+ fy) = f"(z) +y
for all z,y € R.
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Solution. Set f(0) = a. Then

f(fy) =y+a" (1).
Applying twice this identity we get

UG+ f(fW) ="+ f(f(y) +a" = 2" +y + 2a".
On the other hand using the given identity and (1) gives

FUE"+ W) = FU" @) + fy) = ["(f(@) +y = (z+a")" +y.

Hence ™ +2a" = (z+a™)" for any x € R. Comparing the coefficients
of z"~! on both sides we conclude that a = 0. Thus (1) takes the form
f(f(y)) =y and the given condition for y = 0 gives

fla") = f*(x) (2).
Then for any z € RJ and y € R we get

flaty) = f(F2)" + f(fy) = ["(V2) + fy) = f@) + (),

ie. flr+y)= f(x)+ f(y). Now it follows easily that the function f
is additive on the whole R.

Now we shall show that either f(z) > 0 for any x € R or f(z) <0
for any x € R™. Set f(1) =b. Then for any z € Rand r € QT we
have

Zn: (Z) fFErmF = f(a+r)") = fMla+r) =

— @+ oy =3 () @0
k=0

Comparing the coefficients of r"~2 on both sides gives f(z?) = b" 2 f%(z).
This shows that for any z € R the sign of f(z) is that of o™ 2.

Thus the additive function f is bounded from below or from above on
R* and therefore (see the Remark after Problem 19) f(x) = bx for all
x € R. Going back to the given condition we get b(z" +by) = b"z" +y
for all z,y € R. Hence b = b" and b*> = 1 which shows that b = 1 for
n even and b = 41 for n odd. Thus the solutions of the problem are
the following functions: f(x) = z if nis even; f(x) =z and f(x) = —x
if n is odd.

Remarks.

1. For n = 2 this is Problem 2 from IMO ’1992.

2. If n = 1 the above equation is equivalent to f(z) + f(y) = 0 and
f(f(z)) =0forallz,y € R. We should note that there exist functions
which satisfy these conditions and are unbounded on any interval.
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Problem 134. Let n > 3 be a positive integer. Find all continuous
functions f: [0;1] — R for which f(xy) + f(x2) + ... + f(z,) =1
whenever x1, zy,...,x, € [0;1] and 1 + 29+ ... + x, = 1.

Solution. If z,y € [0;1] and z+y < 1 then we conclude f(x)+f(y)+
fl—xz—y)+ fO)+...+f(0)=1and f(z+y)+ fO)+f(1—z—y)+
f(0)+...+f(0) = 1 thus f(z)+f(y) = f(z+y)+ f(0) so f(x) = ax+b.
Then f(x1)+ f(z2) +...+ f(xn) = alz1 + 22+ ... +2,) +nb=a+nb
forxy + 29+ ...+ 2, =1 hence a =1—nbso f(z) = (1 —nb)z+0.

Equations for Polynomials

Problem 28. (Bulgaria '2001) Find all polynomials P € R[z| such
that

P(x)P(x + 1) = P(2?)
forall x € R.

Solution. If P = const then P = 0 or P = 1. Suppose now that
P # const. Note that the given identity is satisfied for any =z € C. If
a € Cis aroot of P then P(a?) =0 and it follows by induction that
P(a?") = 0. Hence either a = 0 or |a| = 1 since otherwise P would
have infinitely many roots.

On the other hand it follows from the given identity that (o —1)% is
a root of P and therefore 8((aw — 1)? — 1)? is also a root of P. Then
either f=0o0r f=1,ie. a=0,a=2o0r |[ala—2)=2. Ifa#0
then |o| =1 and |a — 2| =1, i.e. a = 1.

Hence all the roots of the polynomial P(z) are equal to 0 or 1. Hence
P(z) = ca™(x — 1)™ and the given condition implies that P(z) =
x™(x — 1)" where n € N.

Problem 29. (IMO 1979, Shortlisted Problem) Find all polynomi-
als P € R[z| such that

P(z)P(22%) = P(22° + )
forall z € R.

Solution. If P = const then P = 0 or P = 1. Now set P(z) =

Z arz™ " where n = degP > 1 and ag # 0. Comparing the coefficients
k=0

of x*n on both sides of the given identity we get aZ = ao, i.e. a9 = 1.
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Let P(x) = z*Pi(z) where k& > 0 and P;(0) # 0. Then the given
identity can be rewritten as

2k 22k Py (2) P (22%) = (227 + 1)* Py (22° + ).

It follows that k& = 0 since otherwise P;(0) = 0, a contradiction. Now
the above identity for x = 0 gives a,, = P(0) = 1. Hence by the Vieta
theorem we see that the product of all roots of P is equal to 1.

Now let o € C be the root of P whose modulus is a maximum.
Then P(22% + a) = 0 and therefore |a| < 1 since otherwise [2a° + | >
|| (2|a|* — 1) > ||, a contradiction. Hence |a| =1 and [2a? + 1] = 1.
Set o = cosp +ising. Then 202 + 1 = (2cos2p + 1) —i.2sin 2p, i.c.
(2cos2p + 1)? + (2sin2¢)* = 1 It follows that cos2¢ = —1. Hence
a = +i and since the coefficients of P(x) are real we conclude that i
and —i are roots of P(z). Set P(z) = (2% 4+ 1)™Q(z) where m > 1
and Q(i)Q(—i) # 0. Then using the identity (2 + 1)((22?)* + 1) =
(22 + x)? + 1) we see that the polynomial Q(x) satisfies the given
conditions. Now the same arguments as above show that ) = 0 or
Q =1 (recall that Q(i)Q(—i) # 0). Hence the solutions of the problems
are the polynomials Q = 0,Q =1 and Q(z) = (2> +1)" wheren € N.

Another solution is also possible:

If u is a root of P then by setting x = u we get that 2u® + u is also a
root of P. Let 7 be the root of largest absolute value. Then |2r3 +r| <
7| hence 2|r|> — |r| < |r] so |r] < 1. So all roots of P have absolute
value at most 1. Now set # — —x to get P(—x)P(22?) = P(—22% —1).
Comparing it with the condition we get P}z(fi) = Pi?;zjfx)). Now if we

set P(z) = Q(2*)R(x) where R has no two roots that add up to zero
Plx) _ Rx)
P(—z) = R(-=z)°

So Rl?(_x;) = R}?(_Qgijfw)). Now R(223 + x) and R(—2x3 — z) also have no

common root: if w is a common root of both R(2z3+x) and R(—2x*—x)
then 2w? + w, —2w3 — w are two solutions of R(z) which add up to
zero. Hence we get R(22® + z)R(—z) = R(—22* — z)R(z) and thus
R(2z® + z)|R(x). This is possible only when R is constant because
otherwise the degree of R(2z3 + z) is higher that the degree of R. So
P(r) = Q(2?) and we get Q(22)Q(42*) = Q(42° + 4a2* + 2?). Now
if we replace 2% by x we get Q(z)Q(42?) = Q(42® + 4z + 1). All
roots of () have absolute value at most 1, as we have shown. Now let
Q(x) = alli_,(z —ry) then Q(42?) = 4"a [}, (z — /%) (z + /%)
and Q(42® +42® + x) = 4"a [, (¢® + 2> + %2 —r;). Consider now the
sum of roots of Q(z)Q(4x?) and the sum of roots of Q(4x? + 4z? + 1).
The sum of roots of Q(z) is >, 7, the sum of roots of Q(4z?) is
zero, and the sum of roots of Q(4z® + 42® + 1) is —n because we

(thus R(z), R(—z) have no common root) then we have
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have n factors z* 4+ 2® + 2 — r; the sum of whose roots is —1. So
>or,r; = —nand as |r;| <1 this is possible only when r; = —1. So
Q(x) = a(z + 1)". Now if Q # 0 then we get a® = a if looking at the
leading coefficient of Q(z)Q(4z*) = Q(4z® + 4z + x) so a = 1. Finally
as (x+1)(42?+1) = (42 +42* +x+1) we deduce that Q(z) = (x+1)"
satisfies the conditions.

So all solutions to our original problem are P(z) = 0 and P(z) =
(2% 4+ 1)™

Problem 30. (Romania '1990) Find all polynomials P € R[z] such
that
2P(22° — 1) = P*(z) — 2
forall zx € R.

Solution. Suppose that P(z) # P(1) and set P(z) = (z—1)"Q(z)+
P(1) where n € N and (1) # 0. Then

4(r — )"z +1)"Q(22* — 1) +2P(1) =
(z — 1)*nQ(z) + 2(z — 1)"Q(z)P(1) + P*(1) — 2
and using 2P (1) = P?(1) — 2 we get
4z +1)"Q(22° — 1) = (v — 1)"Q(x) + 2Q(x) P(1).

This identity for z = 1 gives Q(1)(2"*! — P(1)) = 0. Taking into ac-
count that P(1) = 1 4+ /3 we get Q(1) = 0, a contradiction. Thus
P(z) = P(1) and the only solutions are the constant polynomials

P(r) =1+ +/3 and P(z) =1 — /3.

Problem 60.Let k,l € N be integers. Find all polynomials P for
which zP(x — k) = (z — ) P(x)

Solution. If the degree of P is n, P(z) = az™ + bx" ' + ... then
P(x — k) = ax™ + (b — nak)x™ ' + ... hence xP(x — k) = ax™ +
(b — nak)z", (x — )P(z) = az"™ + (b —la)a™ + ... so | = nk. So
xP(z—k) = (x—nk)P(z). Then x|P(z), k is a root of P(z) hence 2k is
aroot of P(x—k) and as P(z—k)|(x—nk)P(x) we conclude that if n > 2
then 2k is a root of z and so on, obtaining x(z—k) ... (z—(n—1)k)|P(z).
If P() = z(x —k)...(x — (n — 1)k)Q(z) the condition transforms
to Q(x — k) = Q(x) which is possible only for constant @, so P =
cx(x —k)...(x — (n—1)k), which is clearly a solution.
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Problem 61.Find all nonconstant polynomials P that satisfy P(x)P(z+
1)=P@*+xz+1).

Solution. If P is non-constant, let w be its root of maximal absolute
value. Set x = w to conclude that w; = w? +w + 1 is a root of P and
x = w — 1 to conclude that wy = w? —w + 1 is a root of P. Then
lwy — we| = 2|w| but |w; — wy| < |wi| + |we| = 2|w|. The equality
can hold only if w; + wy = 0 so w? + 1 = 0 hence w = +i. In this
case (wy,wy) = (i, —i). Thus 2? + 1|P(x). However Q(z) = x* + 1
satisfies Q(2)Q(x + 1) = Q(x* + x + 1), therefore g satisfies the same
condition. We can repeat the same operation until we reach a constant

polynomial, so P(x) = c(x? + 1)", which satisfies the condition.

Problem 126. Find all polynomials P € C[X] that satistfy P(x)P(—x) =
P(2?)

Solution. If P = c¢ is constant then ¢ = ¢ so ¢ = 0,1. Assume
now P is not constant. If r is a non-zero root of P then r? is also a
root of P (just set © = r). Then 72" is also a root of P by induction.
As P has finitely many roots, 2 = 2" for some k, m hence |r| = 1.
We have found thus a root w for which w?" = w thus w?"~! = 1.
If n is minimal with this property, then w,w?, ... w2 are different
roots of P hence Q(z) = (z—w)(z—w?) ... (x—w?" ") divides P. Now
Q(1)Q(—z) = (z—w)(—z—w)... (r—w” ) (~z—w”") = (=1)"(*~
w?) ... (2% —w*") = (=1)"Q(x?) because w?" = w. Thus (—1)"(Q satis-
fies the original condition, so we can divide P by () and the condition
holds for (—1)"%. Now repeating this argument as many times as nec-
essary we shall reach a polynomial with no non-zero roots. Then if
P(x) = cx™ we have cx"cx™(—1)" = cx®" which gives ¢ = (—1)". Con-
cluding, all set of solutions is given by P(z) = (—z)" [[ Qi(z) where
each Q; = (w — z)(w? — x)(w* — z) ... (W¥"" " — ) where w?" = w.

2

Problem 127. Find all polynomials P(x) which are solutions of the
equation P(z? —y*) = P(z — y)P(z + y)

Solution. Suppose w is a root of P. Then x —y = w implies
2?2 —y? = w(r +y) = w2z — w) is also a root of w. Now if w # 0
2% — y? can take any value being a non-constant linear function in z so
P is identically zero. Thus P is either identically zero or has all roots
zero. If P = cz™ we get c(x? —y?)" = c(x —y)"c(z+y)" = A(2* — )"
so ¢ = 1. So all solutions are P(x) =0, P(z) = 2" for n > 0.

Problem 129. Find all polynomials P € C[X] that satisfy P(2z) =
P'(z) P (z)
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Solution. If deg(P) = k > 0 then the degree of P'P” is 2k—3 (unless

k = 1 when it is zero) so k = 3. Now if the leading coefficient of P

is a then the leading coefficients of P(2z), P'(x), P”(x) are 8a, 3a,6a
4

respectively so 8a = 18a? hence a = 5. Now let P'(z) = 3(z — 4a)(z —

4b). Then P”(x) = §(z — 2a — 2b) and hence P(2z) = §(z — 4a)(z —

4b)(z — 2a — 2b) so P(z) = 5(z — 2a)(x — 2b)(x —a —b), P'(z) =

3(32% — 6(a + b)x + 2a® + 2b% + 8ab). As P'(z) = 3(z — 4a)(z — 4b) =

3(32% — 12(a + b)z + 48ab) we conclude b = —a and —4a* = —48a

hence a = b =0 and P(z) = 5a°.

Iterations

Problem 33. (Bulgaria '1996) Find all functions f: Z — Z such
that

37(n) — 2£(f(n)) = n
foralln € Z.
Solution. For a given n set

ap =n,arr1 = flag), k>0.
Then the given identity gives

3ap41 — 20540 = a, k=>0.
The characteristic equation of this recurrence is 3z —2x? = 1 with roots
1 and 1 Hence

1 k
ap = C().]_k +c1 (5) s (1)

where ¢y = 2a; — ag and ¢; = 2(ag — a1). It follows from (1) that 2F
divides c¢; for any k£ > 0. Hence ¢; = 0 and a, = ¢ = 2a; — ag for any
k > 0. In particular a; = ao, i.e. f(n)=n.

Problem 34. Find all functions f: Rt — R™ such that
f(f(@)) + f(z) =6z

forallz € RT.

Solution. For a given x € R™ set
ap = T, Ag+1 = f(ak), k’ Z O
Then we obtain the recurrence relation

Agq2 + Q1 = 6ag, k>0.
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Its characteristic equation
2 4+x=6
has roots 2 and —3. Hence

ap = Co2k + Cl(—?))k

3 1 2ag9 — k
where ¢y = GOTM and ¢ = %. Note that JCILIEO? = +o0.
Hence klim ag, = —oo if a < 0 and klim a2k +1 = —oo if a > 0. Hence

c1 =0, i.e. apy1 = 2a; and therefore f(x) = 2z for any x € RT.

Problem 35. Find all functions f: Rt — R™ such that
f(f(f(@) + f(f(z)) =22 +5

forallz € R™.

Solution. Using the same notation as in the solution of the previous
problem we have
Afts + Ag1o = Qak + 5, k > 0. (1)
Subtracting this equality from

Agra + Q3 = 2011 + 5

we get
Akyd4 = Qg + 20341 + 20, k> 0.

The characteristic equation 2 = x? + 2z + 2 can be written as (v —

1)%(z* 4+ 2z +2) = 0, i.e. it has a double root 1 and two complex roots
V2 (cos % £ isin %) . Hence

k km .k

ap = ¢co + 1k + 22 (CQCOSI —i—c;;st)
where the constants ¢,, 0 < n < 3 are real and depend only on the
first four terms of the sequence. Considering the subsequences with
indexes congruent respectively to 0, 2, 4, 6 modulo 8 we conclude, as
in the solution of the previous problem, that respectively c¢o > 0, c3 >
0, cg <0, c3 <0, .. cg =c3=0. Thus agy1 = ar + ¢; and using
(1) we get ¢; = 1. Hence f(z) =xz+1forallz € RT.
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Problem 66. Find all continuous functions f: R — R that satisfy

f(f(@) = fz) + 22
for any x € R.

Solution. It is clear that f is injective. Now we prove it’s surjective.
Assume for contradiction that f(z) # a. Then as f is continuous we
either have f(x) > aor f(z) < a. If f(x) > a then we deduce f(f(x))—
f(z) =2xso f(z) > a—2x. Now f is injective and continuous, so either
increasing or decreasing. If f is increasing then f(—n) > 2n+a for n €
N hence f(0) > f(—n) > 2n+ a for any n € N which is impossible. If
f is decreasing then we get f(f(x)) < f(a) hence f(z) < f(a)—2z < a
when z is sufficiently large contradiction. Assume now that f(x) < a.
We then deduce f(z) < a — 2z, f(f(z)) < 2z —a. If f is increasing
then as f(x) < z for x > a we get 2z = f(f(x)) — f(z) < 0 for
x > a impossible if > 0. If f is decreasing then f(n) < a — 2n for
n € N hence f(0) < a —2n for all n € N, impossible. So we have
proven that f is injective and surjective, so has an inverse g. If we
try the usual pattern: setting a, = f,(z) and using the recurrence
Qpto = Api1 + 2a,, this will lead us nowhere because we cannot link
the recurrence with the continuity of f, as the roots of the equation are
—1 and 2 so the members of the sequence will get larger and sparser
with increasing n. However we may use the backwards formula: if
y = g(x) then 2y + x = f(z) soy = W So if we set a,, = g,(x)
then a, satisfies the recurrence a, o + a";l — % and the associated
equation x? + 5 — % = 0 has roots —1, % The general term has formula
an = u(—1)" 4+ v(3)™ hence the odd terms of the sequence converge
to —u and the even to u. As f(a,+1) = a, using the continuity we
deduce f(u) = —u, f(—u) = u. Now wu can be computed from the
initial values: if ap = f(z),a; = x we have u +v = f(z), —u+§ =
SO U = f(x)g—_zx Let h(x) = &3_23&, A = Imh. As h is continuous, A
must be connected. Also A is symmetric with respect to the origin,
because if t € A then f(t) = —t hence @ =—tso—-teA Ais
also not empty by the definition. Hence either A consists of a single
point 0 so f(x) = 2x or A contains an interval (—a;a). We prove
that if A contains an interval then A = R. Without loss of generality
assume A = [—a;a] or A = (—a;a). Suppose h(z) =t # 0, |t| < a.
As ag, — t,as,_1 — —t, for some n we have as, € A s0 as,_1 € A
thus we have as, = —as,_1 and thus we can conclude by induction on
k asp_ok = Gop, Q2p_ok—1 = Q2,1 50 f(x) = —z and x is in A. We have
only one trouble: if A is [—a;a] and ¢t = +a. Then we cannot say as, € t
for some n as t is in the boundary of A. We can handle it like this: Let
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B be the set of all x for which f(z) # —x. B = (—o0; —a) J(a; +00).
B can be split in two sets: C' of x which satisfy h(x) = a and D
of x which satisfy h(x) = —a. Both sets are connected and closed
therefore either C = B, D = B, C = (—o0;—a),D = (a;+00) or
D = (—o0;—a),C = (a;+00). However f(z) = 2z + 3a if x € C and
f(x) =22 —3aif x € D. Thus if (a; +00) C C we get f(zo) = 229+ 3a
for zy > a and taking the limit in a we get f(a) = 5a impossible.
Hence (a;+00) C D. Analogously (—oo; —a) C C. Thus we conclude
flz)=—zxif|z <al, f(z) =2x—-3aifx > a, f(zr) =22+3aisz < —a.
Now if > 2a then f(z) = 22 —3a, f(f(x)) =2f(x) —3a = 4f(x) —9a
but 2z + f(z) = 4o — 3a # f(f(x)) for @ > 0. So A = R and the
solutions are f(x) =2z, f(z) = —x.

Problem 67. Find all increasing bijections f of R onto itself that
satisfy

f@)+ (@) = 2

where f~! is the inverse of f.

Solution. Set z — f(x) into the condition to get f(f(x)) = 2z —
f(z). Hence if we set a,, = fn(x) we get ani2 = 20,11 — Ay SO Gpyg —
Up+1 = Apy1 — an and from here we get a,, = a; + (n — 1)(az — a;). So
fla+k(f(x)—z)) =2+ (k+1)(f(x) — ). Now we prove f(x) —x is
constant. Indeed assume that a = f(u)—u < b= f(v)—v. Weshall find
such m that satisfy u+ka < v+1band u+(k+1)a < v+(I+1)b. If § is
rational then there is an > 0 such that a = px,v = gz where (p,q) =1
and p < ¢. Also set [*=*] = r. Then we take k,[ with g —kp = r hence
Ib—ka = rx. So (utka)—(v+Ib) = (u—v)—(lb—ka) = (u—v)—[*=*]z >
0but (u+(k+1)a)—(v+(+1)b) = (u—v) =[] +a—-b<zr+a—b=
r+pr—qrv=(p+1-—q)r <0. If §is irrational then by Kronecker’s
Theorem we can find k,[ with u —v+a —b < lb— ka < u — v hence
u+ ka > v+ 1b while u + (k4 1)a < v+ (I + 1)b.

But f(u+ka) = u+(k+1)a, f(v+1b) = v+(I4+1)b and this contradicts
the fact that f is increasing, contradiction. Hence f(z) = 2+ ¢ and all
such functions satisfy the conditions.

Problem 40. (M*209) Find all functions f: R — R such that

flx+1)>z+1and f(z+y) > f(z)f(y)

for all z,y € R.
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Solution. The second condition implies that f(x;+zo+---+x,) >
flx) f(@?) ... f(x,) for any z; € R, 1 <i<mn. In particular

x
> fm(Z
f@) = (%)
forany x € Rand n € N. Hence
fey = (5) = (1+2)
n n
and letting n — oo gives f(z) > e”. In particular f(0) = 1. Now

1= f(0) = f(z)f(—z) Zz " e =1
which shows that f(x) = e”. It is easy to check that this function
satisfies the conditions of the problem.

Problem 41. (Belarus '1998) Prove that:
a) if a <1 then there is no function f: R™ — R™ such that

P+ 1) =t 1)

forallz € RT;

b) if @ > 1 then there are infinitely many functions f: Rt — R*
satisfying (1).

Solution. a) Suppose that f: RT — R™ satisfies (1). Set

1
g(x) = f(x) + )

If f(z) > 1 then y = f(z) —a > 0 and f(g(y)) = f(z). But (1)
implies that the function f is injective and therefore z = g(y) > 2.
Hence f(x) < 1 for any = € (0,2) with at most one exception. For
any © € (0,2) we have

1 1
z+a=[f(9(2) = flg(z)) =z +a.
Thus 2 < z = x < 2, a contradiction.
b) Let a > 1 and f be an arbitrary strongly increasing continuous
function on the interval [0,2] such that f(0) = 1 and f(2) = a. Then
(1) defines a unique strongly increasing continuous function f on R .

Indeed, let g(z) = f(z) +

1
@) and define the sequence {a,}°, by:
x
ap =0, a, =g(a,_1), n € N. Suppose that f has been defined as a
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strongly increasing and continuous function on the interval (a,_1, ay,]
greater than 1. Then it is easy to check that g(z) is strongly increasing
and continuous function on this interval with g(a,_1) = an, g(a,) =
an+1. Hence for any = € (a,,a,41] there is a unique y € (a,_1,a,)
such that = = g(y) and set f(x) = y + a. It follows by induction that
the function f(z) is defined on Ry and it satisfies (1) on R™.

Problem 42. (Bulgaria '2003) Find all a > 0 for which there exists
a function f: R — R having the following two properties:

(i) f(x)=ax+1—a foranyz € [2,3);

(i) f(f(x)) =3 —2x foranyz € R.

Solution. Set h(z) = f(x+ 1) — 1. Then the conditions (7) and (%)
can be written as h(x) = ax for € [1,2) and h(h(x)) = 2z for any
x € R. Then h(—2x) = h(h(h(x))) = —2h(x); in particular h(0) = 0.
It follows by induction that h(4"x) = 4"h(z) for any integer n and
hence h(xz) > 0 for z € [4",2.4"). On the other hand 0 > —2z =
h(h(z)) = h(az) for x € [1,2) and therefore [a,2a) C [2.4%, 4k+1) for
an integer k. Thus a = 2.4F. Conversely, let a = 2.4F for some integer
k. Then one checks easily that the function

(ax for x € [4",2.4"),

2z 1

——  for x € [24" 4"
a

h(zx)=4¢ 0 for = =0,

ax for z € (—4"*1 —2.4"],
2z

—— for z € (—24", —4"]

\ a
where n runs over the integers has the desired properties. One can
easily prove that this is the only function with the given properties.

Polynomial Recurrences and Continuity

Problem 56.Find all continuous functions f,g: R — R that satisfy
f@+y)+ flz—y) =2f(z)g(y)

Solution. This resembles D’Alembert’s equation, but it’s a general-
ized version of it. We try to reduce it to D’Alembert’s equation. If f is
identically zero, then g could be any function. Otherwise, if f(z) = 0
we get f(zo +y) + f(zo — y) = 2f (20)g(y) = f(zo —y) + fzo +y) =
2f(x0)g(—y) so g is an even function. Now set y = 0 to get g(0) = 1.
We now distinguish two cases:
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a) f(0) = 0. In this case set z = 0 to get f(y) + f(—y) = 0 so
f is an odd function. Therefore f(x + y) + f(x —y) = 2f(x)g(y)
and f(z+y) — f(z —y) = fly+ )+ fly — ) = 29(x) f(y). Hence
fla+y) = f2)g(y) +9(@)f(y), f(x —y) = f()g(y) — g(x) f(y). This
resembles the formulae for the sine of sum, with f for sine and g for
cosine (this is confirmed by the oddness of f and evenness of g). We
only lack the cosine of the sum formula, so let’s set + — x + y into our

second formula to get f(x) = f(z+y)g(y) —g(z+v)f(y) = (f(z)g(y)+

2)(1—g2
9(x) f®))g(y) — g(x +y) f(y) hence g(x +y) = g(w)g(y) — L2,
This is not really the formula we expected, but if we replace y by —y we

2)(1—a2?
get g(z—y) = g(2)g(y) + 1252 50 g(x+y) +g(x —y) = 29(2)g(y)

for f(y) # 0. So g can be found from D’Alembert’s equation but we
have a problem: if f(y) = 0 then the condition g(z + y) + g(z — y) =
2¢g(x)g(y) may not hold. If there is a sequence vy, that tends to y and
f(yn) # 0 then it holds by continuity. Otherwise there is an interval [
containing y s.t. f is identically zero on I. Let [ be the length of I. If
we denote by X — Y the set {z —ylxr € X,y € Y} then the formula
flx—y) = f(x)g(y) — f(y)g(z) says that if f is zero on X,Y then it’s
zero on X — Y. Hence f is zero on I — I = (—[,l). Then f is zero on
(I, =) — (I, —1) = (21, —2l) and so on, f being zero on (2¥I, —2*1) for
any k, so f is identically zero, contradiction. Therefore D’Alembert’s
equation is satisfied by ¢ for all x and y hence g(x) = cos(az) or
g(x) = cosh(ax) for some a. Without loss of generality g(x) = cos(az),
the second case being handled analogously. For a =0 g = 1 and we get
flz+y) = f(x)+ f(y) hence f is linear. Now suppose a # 0. If now
f(z) = bysin(ax) for f(x) # 0,sinax # 0 then we prove by induction
on n that f(nx) = bysin(anz), because csin(ax), cos(ax) satisfy our
initial condition. Now we claim b, = b, for all z,y. If § € (@ then
there is z such that + = mz,y = nz for m,n € N thus b, = b, = b,.
If % ¢ @ then there is a sequence z, such that » € Q,z, — y. Then
by, = = and using the continuity of f we get f(y) = bysin(ay) so
b, = b,. We thus conclude that f(z) = by, sin(az) when f(z) # 0. If
f(z) = 0 or sin(az) then there is a sequence z,, — x such that f(z,) #
0,sin(ax,) # 0 and by continuity we get f(z) = by, sin(az) therefore
f(z) = bsin(az), g(x) = cos(ax). It’s clear they satisfy our condition.
For the case g(z) = cosh(ax) analogously we get f(x) = bsinh(ax).

b) f(0) # 0. We employ case a. Set f7(z) = f(x)+ f(—x), [~ (x) =
f(x) — f(—x). If f satisfies the condition then —f also satisfies the
condition, hence so do f*, f~ (the condition is linear in f). But f~
falls into case a) Therefore g(x) = cos(ax), f~(x) = bsin(ax) or g(z) =
cosh(ax), f~(x) = bsinh(ax). We can also suppose f1(0) = 1 because
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we can multiply or divide f by any constant we want. Now we have
fHae+y) + fH@ —y) = 2fT(2)g(y) and fH(z+y) + [Ty —x) =
2g(x) fT(y) if z,y change places. As ftiseven fH(y—z) = fT(x—vy),
thus f*(x)g(y) = T (y)g(x). Particularly f*(x)g(0) = f*(0)g(z). As
f1(0) = g(0) =1 we have f+ =g.

If we combine all the cases, we get f(z) = bx + ¢, g(z) =1, f(x) =
csin(az)+dcos(ax), g(x) = cos(ax), f(x) = esinh(ax)+dcosh(ax), g(z)
cosh(azx). All of these satisfy the condition.

Problem 58.Find all continuous functions f,g,h: R — R that sat-
isty

flx+y) +glx—y) =2(h(zx) + h(y))

Solution. If we interchange x with y we obtain that g is even. Now
set y = 0to get f(z)+g(x) = 2(h(x)+h(0)). Without loss of generality
h(0) = 0 because otherwise we can work with f(z) — 2h(0),g(x) —
2h(0), h(z) — h(0) instead. So f(x) + g(z) = 2h(x). Now replace y by
—y to get f(x —y) + g(x +vy) = 2(h(x) + h(—y)). Adding it with the
original condition we get f(z —y) +g(z —y)+ f(z +y) + g(x +y) =
4h(x)+2h(y)+2h(—y) or 2h(x—y)+2h(x+y) = 4h(x)+2h(y)+2h(—y).
Let’s solve this equation. We settle it for A even and for A odd, because
h can be written as ht +h~, where h™(x) = %}Z(_m) is even, h™(z) =
w is odd.

If b is even we get h(z —y) + h(x + y) = 2h(x) + 2h(y). Set y =«
to get h(2z) = 4h(x). Then we can prove by induction on n that
h(nz) = n%z, the induction step following directly from the condition
written for y = nx. If h(1) = a then qzh(%) = a so h(%) = -5 hence
h(E) = ag—z. As @ is dense using the continuity we get h(z) = ax?.

If his odd we get h(x —y) + h(x + y) = 2h(x). Set y = 0 to get
h(2z) = 2h(z) hence h(z—y)+h(z+y) = h(2x) and as 2o = r—y+z+y
we conclude that h is additive so h(x) = bx.

Combining these two results we deduce that h(z) = az? + bz. Then
fla+y)+g(z—y) = 2a(z* +y?) +b(z +y) so fi(z+y)+g1(z—y) =0
where fi(z) = f(z) — az? — br,g1(x) = g(x) —ax®. Asx+y,z—y
are independent, we conclude fi(u) = —gi(v) for all u,v so fi(x) =
d,g1(x) = —d for some d. We conclude that f(z) = ax®+bx+d, g(x) =
ax? — d, h(z) = ax? + bu.

As we have supposed that h(0) = 0 in the general case if h(0) = ¢ we
get f(z) = az? +br+2c+d, g(x) = ax® + 2c — d, h(z) = azx® + bx + c.
These functions satisfy the condition.
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Problem 113. Find all continuous functions f, g, h,k: R — R that
satisfy f(z +y) + g(z —y) = 2h(z)k(y)

Solution. This is a generalization of the previous problem. In
order to connect it to the previous one we try to eliminate g. Replace
y by —y to get f(z —y) + g(z +y) = 2h(x)k(y). Now subtracting
these conditions and setting u = f — g,l(z) = k(x) — k(—x) we get
u(z+y) —u(z—y) = 2h(x)l(y)(*). From here find u explicitly by using
the same helpful lemma. Indeed if we set a,, = f(nz) then setting nx
instead of x, x instead of y he get a1 —a,—1 = 2h(nz)l(x). If l(z) =0
then ag, = ag thus f(2nx) is constant. If I(z) # 0 then taking y = 2z
we deduce a, 10 —a,_o = 2h(nz)l(2x) thus a,19—an_2 = b(ap11—an_1)

where b = lz((2;))' The associated polynomial of this quadratic recurrence

szt —b(z3—2)—1 = (x+1)(z—1)(x®>—bx+1). If b # £2 this polynomial
has four different roots 1, —1, w, =. Thus a,, = a+(—1)"+yw"+60 .
SO Qop, = a+ B+ yw™ + 9#. If b = 2 the polynomial has a triple roots
1 and we have a,, = p(n) + ¢(—1)" where p is a polynomial of degree
at most 2. So u(2nx) = p(2nx) where p is some polynomial of degree
at most 2. Finally if b = —2 we get a triple root —1 and a root —1
and similarly u(nx) = p(2nz) where p is some polynomial of degree at
most 2. Thus we can apply the lemma to establish that either w(x)
is a polynomial of degree at most 2 or u(x) = ae®™ + S~ + ~ (1).
Now if we add the equalities in the beginning instead of subtracting
them we get v(x +y) + v(x — y) = 2h(x)j(y)(**) where j(y) = k(y) +
k(—y). We proceed exactly like in the previous problem to establish
that v is either linear or o/e®® + B'e~¥® (2). If v is linear then so
is h. Therefore u cannot be of form ae® + Fe™* for a # 0 because

then l(y) = u(ﬁg)h_(g)(z_y) = aezzhza’?)eaz (e® —e~®) and does depend on
. So u is a polynomial of degree 2 and hence so are f = % g = =4,
If f(x) = ax® 4+ bx + ¢,g(x) = —az® + dx + e (the coefficients of

x? are complementary because they come only from u) then we have
flaty)—g@—y) = a((x+y)*— (x—y)*) +b(z+y) +d(z—y) +cte =
daxy + (b+ d)x + (b—d)y + ¢+ e. As h is linear, h(x) = kx + [ then
k(y) is also linear. Thus k(x)h(y) = (kz + )(my +n) = mnxy +
knz + Imy + In. Therefore a = ", b = W,c = k"%,c—l—e =
In. Next suppose that v is of form a/e** 4+ 'e~** then we conclude
h(z) = c(a/e?® + Fe~%*). In this case a = a’ or a = —a’ because
then looking at (*) we get k(y) = % As k does not depend
on x but h depends exponentially on o’z we readily conclude that
u must be of form ae® 4 fe™* + v and then a = +d'z in order

for h(z) to cancel in the expression for k(y). We substitute u,v into
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fyg to get f(z) = ke™ + le™* + m, g(z) = re® + se~** — m. Then
flx+y)+glx—y) = (ke®™ +re”)e™ 4 (le” ™ + se™)e™* = h(x)k(y).
If we avoid the trivial case k = r = [ = s = 0 then h, k cannot be
identically zero thus selecting = = xy with h(xy) # 0 we can express
k(y) as kie™ + koe~, and selecting y = yo with k(yo) # 0 we can
select h(z) = hie™ + hgoe™ . Thus substituting we get k = hiky,l =
koho,r = hiks,s = hok; to obtain the parametric representation for
f,9,h, k.

Problem 116. Find all continuous functions f,g,h: R — R that
satisfy

fl+y)+fly+2)+ flz+x)=g(@) +9(y) +9(2) +h(x+y+2)

Solution. Set z =y = 0 to get 3f(0) = 3¢g(0) + ~(0). Thus we can
assume f(0) = g(0) = h(0) otherwise work with f — f(0),g —g(0),h —
h(0) which satisfy the original condition. Next like in the previous
problem set z = —xz to get f(z +vy) + f(z —y) = g(x) + g(—y) +
g(y) + h(z). Particularly y = 0 gives us 2f(z) = g(z) + h(z) hence
fle4+y)+ f(z—y) =2f(x) + g(y) + g(—y). Now we proceed exactly
like in the previous problem to conclude that f(z) = az® + br. Now
set u(z) = g(x) — f(z) = f(x) — h(z). As f satisfies the condition
ot y)+ F o)+ Fe+2) = fo+y+2)+ F@)+ )+ [(2) of
the previous problem, comparing it with the condition of this problem
yields u(z)+u(y)+u(z) = u(z+y+2). So uis additive and continuous.
From here we establish f, g, h completely: f(z) = az?+bx + k, g(x) =
az? + (b + c)x + I, h(z) = az? + (b — ¢)x + m where k = f(0),l =
g(0).m = h(0) obey 3k = 3l + m.

Problem 133. Find all continuous functions f- R — R that satisfy
fle+y) flz—y) = (x)f*(y)

Solution. If f(0) = 0 then we conclude f?(x) = 0 so f is identically
zero. If f(0) # 0 the for some z > 0 we get f(x) # 0 for all x € (—2z; 2).
Now by setting y = = we get f(2z)f(0) = f4(x) hence if f(z) # 0 then
f(2z) # 0 and since f is non-zero on (—z;z) on the whole real line.
Also f has constant sign because f(x + y)f(x — y) is positive for all
x,y. Without loss of generality let f > 0 (the second case is analogous
by working with — f instead of f). Let g(z) = In f(x). Then we get
9(z +y) + g(x —y) = 29(z) + 29(y) For x =y = 0 we get g(0) = 0.
Thus if we set a,, = f(nz) we deduce a,+1 — 2a, + a,—1 = 2g(x) thus
a, = n?g(x). We conclude using the lemma that g(z) = ax?®. So the

2

solutions are f(z) = 0, f(z) = e®”, f(z) = —e®".
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The Odd and Even Parts of a Function

Problem 120. Find all continuous functions f,g,h: R — R that
obey

f(x+y)+g(zy) = h(x)h(y) +

)

Solution. If y = 0 then f(x) = h(z)h(0) +1—g(0). We can assume
g(0) = 0 otherwise replace f by f + ¢g(0),g — g(0) to get the same
condition. We get f(x) = h(z)h(0) + 1 so h(z + y)h(0) + g(zy) =
h(z)h(y). If h(0) = 0 we get h(z)h(y ) = g(xy) = h(xy)h(1) so from
were h(x) = az® for some k, g(x ) = a’z*. If h(0) # 0 we can assume
h(0) = 1 otherwise replace h by W’ g by gio to maintain the condition.

So we have h(z + y) + g(xy) = h(z)h(y). If we set y = 1 we get
g(z) = ah(x) —h(z+1) where a = h(1). So we get h(x+y)+ah(zy) =
h(x)h(y) + h(zy+1). Now let u, v be the even and odd parts of h. We
have u(z + y) + o(z + y) + au(sy) + av(zy) = (u(z) + v())(u(y) +
v(y)) + u(xy + 1) + v(zy + 1). Now if we replace z,y by —z, —y we
get u(z +y) —v(z + y) + au(zy) + av(zy) = (u(z) — v(z))(uly) —
v(y)) + u(zy + 1) + v(xzy + 1). Subtracting these two relations we get
2v(x+y) = 2v(x)u(y)+2u(z)v(y). Now replacing y by —y the relation
turns into 2v(z — y) = 2v(z)u(y) — 2u(z)v(y) so v(z +y) —v(z —y) =
2u(x)v(y). We have met this equation before, and have shown that the
only solutions u, v with v even and v odd are v = csinax,u = cosax
or v = csinhax,u = coshax or v = cx,u = 1 or v = 0, u any even
function. We can eliminate the first two solutions immediately, as an
expression of h as sine-cosine surely doesn’t satisfy the condition (just
look that h(xy + 1) — ah(zy) has nothing to share with h(z + y) or
h(z)h(y)). If v = cx,u = 1 then h(z) =1+ cx,a = 1+ ¢ so we get
L+c(z+y)+(1+e)(1+cxy) = (14 cx)(1+cy) + 14 c¢(xy + 1) which
satisfies the condition, and g(z) = (14¢)(1+cx) —c(z+1) = Fx+1. If
v = 0 then A is even. Then writing the condition on A for x,y and x, —y
then subtracting them we get h(z+y)—h(z—y) = h(1+zy)—h(zy—1).
This function was solved previously by us with solutions h(z) = az®+1.
In this case h(1) = a+1and g(z) = (a+1)(az?+1)— (a(z+1)*+1) =
a’r? — 2az.

Problem 121. Find all continuous functions f,g,h: R — R that
obey

f(x+y) + h(z)h(y) = g(zy + 1)

Solution. This problem is very similar to the previous. Set y = 0
to get f(z) + h(xz)h(0) = g(1). From here f(z) = g(1) — h(x)h(0).

Again we can suppose ¢g(1) = 1 because otherwise we an subtract
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g(1) from both g and f and the condition will still hold. So we get
h(x)h(y)—h(0)h(z+y) = g(zy+1). If h(0) = 0 we deduce h(z)h(y) =
h(zy)h(1) = g(zy + 1) so h(z) = ax®, g(z) = a®(z — 1)°. Otherwise we
can suppose h(0) = 1. Then h(z)h(y) —h(z+y) = g(ay+1). If we set
y=1we get g(x + 1) = ah(z) — h(zx + 1) so g(x) = ah(x — 1) — h(x)
where a = h(1). Exactly like in the previous problem we conclude that
either h(x) = 1+ cx or h is even. For h(z) = 14 cx we get (1+cx)(1+
cy)—1—clr+y)=(14+c)(1+cxry) —1—c(xy+ 1) and by looking at
the coefficient of zy we get ¢ = 1 so h(x) =1, f(z) = —1,g9(x) = 0. If
h is even then we get h(z)h(y) — h(x +y) = ah(xy) — h(zy + 1) and
h(z)h(y) — Mz —y) = ah(zy) — h(zy — 1) thus h(z +y) — h(z —y) =
h(zy + 1) — h(zy — 1) again so h(z) = cz? + 1. We easily draw the
conclusions from here.
Symmetrization and Additional Variables

Problem 100.Find all functions f :: R — R for which
fle+y) = f@)f(y) f(zy)

Solution. If f(u) = 0 then setting y = = — u we deduce f(z) =
0. If f is not identically zero, then f is non-zero on R. We add
again a new variable z: f(x +y 4+ 2) = f(z)f(y + 2)f(zy + yz) =
@) fy)f2)f(yz) f(xy) f(xz) f(x?yz). Now if as the left-hand side is
symmetric by swapping = and y we get the relation f(x +y + 2) =

F@) Fy+2)f(oy+y2) = F@) ) f ()] () (oy) F(22) f(w52). Hence
f(x*yz) = f(zy*z). Then picking up u,v # 0 and setting z = u,y = v
we get 2?yz = u’z,y’rz = vz so z = - implies 2%yz = u?z thus
f(u) = f(v). So f is constant on R\ {0}. If f =cthen c=c*soc=0
or ¢ = +1. In any case by setting y = —x # 0 we get f(0) = & = c.
Thus f is either identically zero, or identically 1, or identically -1. All

of them satisfy the condition.

Problem 122. Find all continuous functions f: R — R such that
fle+y)+ flay—1) = f(z) + f(y) + f(zy)

Solution. If g(z) = f(z) — f(xz — 1) then we have f(z+y) — f(z) —
f(y) = g(xy). From here f(z+y+2) = f(2)+ f(y+2)+g(zy+22) =
f@)+f(y)+f(z)+9(yz)+g(xy+xz). We have encountered this sort of
equation before, establishing that ¢ is linear. Hence f(z+ 1) — f(z) =
cx +d. Setting y = 1 we get f(x+ 1) — f(x) — f(1) =g(x) =cx +d
so f(0) = 0. Then setting y = 0 we get g(0) = 0 so g(z) = cx. We
then have f(z +y) — f(z) — f(y) = cay thus f(z +y) — §(z +y)* —
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f(x)+ S2* — f(y) + $y* = 0 and so f(z) = $2° 4+ dx. Then we have

flx)—f(z—-1)= %(22:10— 1) +d hence § = d so f(z) = da* + dz.

Problem 75. (Hosszu’s functional equation) Show that a function
f 1 R — R which satisfies

fx+y—zy) + flay) = f(2) + f(y)
is an additive function plus some constant.

Solution. This problem is of form f(a) + f(b) = f(c) + f(d) where
a+ b = c+ d. The inconvenience if that (a,b) and (c,d) are linked to
each other, so we cannot state that f(a)+ f(b) = f(c)+ f(d) whenever
a+b=c+d. We try to eliminate the inconvenience by adding a new
variable and symmetrizing:

@)+ ) + 1() = Fa+y—ay) + Fay) + F() = fz+y -
xy) + f(zry + 2 — xzyz) + f(xyz). By symmetry it also equals f(z +
z—xz)+ flez+y —2zyz) + f(ayz) and fly+ 2 —yz) + flyz + o —
xyz)+ f(xyz). We thus deduce that f(z+y—zy)+ f(zy+ 2z —zyz) =
fla+z—z2)+ flrz+y—ayz) = fly+2—yz) + flyz + = — x2y2).
This is again an equation of form f(a) + f(b) = f(c) + f(d) where
a+ b = ¢+ d, but this time the restraints are milder. Indeed, let’s
find for which a,b,c,d with a +b = ¢ + d we can find x,y,z with
(1-2)1-y)=a,(1—2)(1—2y) =0b,(1 —z)(1 — z) = ¢. For comfort
weset u =1—z,0=1—-—y,w=1-2toget ww = a,w(u+v—
uwv) = byuw = c¢. Hence w = £,v = % and S(u+ ¢ —a) = b or
(¢ —b)u? — acu + ac = 0. For this equation to have a non-zero solution
we need to have a positive discriminant so a?c® — dac(c — b) > 0 or
(ac—2¢)? +4(abc — c*) > 0. When abc > ¢? this is certainly true. Now
consider (a,b) and (c,d) with a + b = ¢+ d. If ab, cd have the same
sign then we can find such an e sufficiently small in absolute value such
that abe > €% cde > €. Setting ey = a+b—e¢ =c+d— e we get
F(@)+ £(0) = £(e) + Flex) = () + F(d) 50 f(a) + F(b) = () + F(d).
So f(a)+ f(b) = f(c) + f(d) when a + b = ¢+ d and abed > 0. Next
if we have a +b =c+d = s ¢ [0;4] and abed < 0 then there are u,v
such that u +v = s u +v —uv < 0 (just take v = v = 3). Then
u+v=uv+ (u+v—uv) by vvuv(u+v—uv) = v?v?(u+v—uv) < 0.
Without loss of generality ab > 0,cd < 0. Then if s > 0 we have
F(@)+F() = F(u)+F(0) = Fluw)+Futo—uw) = f(e)+(d) andif s <
0 we have f(c)+f(d) = f(u)+f(v) = f(uv)+f(ut+v—uv) = f(a)+f(b).
Finally, even if s € [0;4] (we actually cannot have s = 0 and abed < 0
as abed = a*c?), we can find a sufficiently big e such that a+c+e, b+d+
e,a+b+2e, c+d+2e > 4 and state f(a+e)+f(b+e) = f(c+e)+f(d+e)
while f(a)+f(ct+e) = f(c)+ f(a+e) and f(b)+f(d+e) = f(d)+ f(b+e)
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hence f(c+e) = f(c) = flate)—f(a), f(b+e)—f(b) = f(d+e)—f(d)
and f(a+e)+ f(b+e) = f(c+e)+ f(d+e) implies thus f(a)+ f(b)
f(c) + f(d) in this last case.

So f(a) + f(b) = f(c) + f(d) whenever a + b = ¢+ d and abed # 0.
Now what if abed = 07 If one of the is zero, say d we must prove
fla)+ f(b) = f(a+0b) + f(0) when ab # 0. If a + b ¢ [0;4] we deduce
the existence of x,y # 0 s.t. xy =z +y = a+ b thus f(a) + f(b) =
f@)+ fly) = flx+y—ay)+ f(zy) = fla+b)+ f(0). Ifa+b € [0:4]
again we find a sufficiently big e to have a +b+¢,2a + b+ e > 4 and
conclude f(a+b+e)+ f(0) = f(a+e)+ f(b) while f(a+e)+ f(a+b) =
f(a)+f(a+b+e) hence adding these expressions and cancelling common
terms we have f(a+b)+ f(0) = f(a)+ f(b), as desired. If two of them
are zero, then either we get (a,b) = (c¢,d) or one of (a,b),(c,d) is
(0,0). The first case is clear. In the second case we need to prove
f(a) + f(=a) = 2f(0) for a # 0. In this case f(2a) + f(0) = 2f(a)
while f(2a) + f(—a) = f(a) + f(0). Subtracting this two relations we
get £(0) — f(~a) = f(a) — £(0) 50 £(a) + f(—a) = 2/(0). If three of
a, b, c,d are zero, the fourth is also zero and the conclusion is clear.

We have established that f(a)+ f(b) = f(c)+ f(d) whenever a+b =
c+d. Then f(a+b)+ f(0) = f(a)+ f(b) thus f(z)— f(0) is an additive
function and the conclusion follows.

Problem 98.Find all functions f :: R — R for which

zf(z) —yfly) = (x —y)f(z +y)
holds.

Solution. We add a new variable to get a relation: zf(x) —zf(2) =
(z—2)f(z+z) but also x f(x) =2f(2) = wf (x) =y [(y)+yf(y) —2f(2) =
(x—=y)f(r+y)+(y—2)f(x+2). Therefore (r—2)f(v+2) = (x—y)f(z+
y)+(y—2)f(y+z). If wewant x+2 = u,x+y = 1,y+2 = 0 by solving

the system of equations we get © = “T“, y =14 o= “T_l and thus our

2

condition becomes f(u) = uf(1) + (1 —u)f(0). Thus f(z) = ax + b is

a linear function, and linear functions satisfy the condition.
Functional Equations without Solution

Problem 46. (Romania '2001) Prove that there is no function
f: RT — R* such that

fle+y) = f@) +yf(f(z))
forall z,y € R*.

Solution. Use the same arguments as in the second part of the
solution of Problem 45.
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Miscellaneous

Problem 1. (IMO ’2003, shortlisted problem) Find all function
f : Rt — RT, which are increasing in the segment [1,00) and such
that

flayz) + f(2) + fy) + f(2) = F(Vay) f(Vy2) f (Vz)

for any x,y,z > 0.

x
Solution. Replacing x, y and z with —, Y and xy, respectively, we

y oz
get that
) 2@+ £ (2) 47 (2) = 101
For y = 1 it follows that 3f(z) + f (i = f(1)f(z). In particular,

4f(1) = (f(1))3. Since f(1) > 0, then f(1) = 2. Thus, f(z) = f (1)

and (1) can be written as

x
fen) = 50 - 1 (%),
Further, since e > 1, then f(e) > f(1) = 2 and hence f(e) = e*+e™*
for some a > 0. Using that f(z?) = f?(x) — 2, it follows by induction
that
f<€2_”) — ea2_" + e—a2_"

for any n € Ny. Having in mind the equality

FE™HIT) = f(e ) f(e™ ) = fletmVET,

we get again by induction that
f(em2_") — eamZ_" + efam2_"

for any m,n € Nj.

Since the set of numbers of the form m2™", m,n € Ny, is dense in
R* (use the binary representation of the positive real numbers) and f
is a monotone function in the segment [1, 00), we conclude that f(z) =

x* 4+ = in this segment. The same is true in the segment (0, 1) in

1
virtue of the equality f(z) = f (—
T

Conversely, it is easy to see that any function of this form satisfies
the condition of the problem
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Problem 81. (AMM 1998) Find all functions f: N*> — N that
satisfy:

a) f(n,n) =n;

b)f(m,n) = f(n,m);

C) f(myn+m) _ nim

f(lmyn) n

Solution. We can immediately see from a) the algorithm of find-
ing f, because the three conditions follow exactly the three possible
steps of the Euclidean Algorithm. Indeed, following the Euclidean Al-
gorithm by means of steps b),c) we shall reach from (m,n) the pair
(d,d) where d = ged(m,n). Also we note that all steps a),b), c) pre-
serve the quantity % Therefore L (TZL:) =1 (jgd) =4 =1 S
f(m,n) == = LCM(m,n). Indeed, LCM satisfies trivially the con-

ditions a), b). For ¢) we use the fact that ged(m,n+m) = ged(m,n) or
m(n+m) mn LCM(mmn+m) _ ntm

LCM(mnt+m) _ LCM(mn) LCM(mmn) =

which can be rewritten as

Problem 29.Find for which a there exist increasing multiplicative
functions on N (i.e. f(n) < f(n+1), f(mn) = f(m)f(n)if (m,n) =1)
with f(2) = a.

Solution. We claim the function must be f(n) = n* for some k.
Assume f(z) = 2%, f(y) = y*. If 2¥ < ¢! then 2% < ¢! and if 2% > 3/
then 2% > y*!. Pick up now k and let [ be the biggest for which y' < z*.
Then 2* < y'*! so we get y"'* > z%¢ > ¢!, Now if v > u we cannot
have z%* > %! for sufficiently big k, as a%F > 3Vl > guitllv=u) > gul+1)
for [ > . It u > v then YUt > gk g0 gt > ptR el > vk for >

u—v
again contradiction. Thus taking &£ > uiv if w > v or k such that

2% >yt if 4 < v we would obtain contradiction. So u = v and
hence f(x) = z* for all z. As f is from N to N, we must have u integer.
So a must be a power of 2, and conversely if a = 2¥ then f(z) = ¥ is
good.

Problem 83. Find all functions f: Z — Z that satisfy:

a) if plm — n then f(m) = f(n).

b) f(mn) = f(m)f(n)

Solution. We see that f(n) takes one of the p values f(0), f(1),..., f(p—
1). Therefore we can pick up an a for which |f(a)| has the maxi-
mal value. Then |f(a?)| = |f(a)]* < |f(a)| thus |f(a)] < 1 hence
f(n) € {—1,0,1}. Now if we set m = 0 into b) we get f(0)(f(n)—1) =0
so either f is identically 1 (which is a solution) or f(0) = 0. If f is
not identically 1 then f(0) = 0 hence f(n) = 0 whenever f is divisible
by p. If f(k) =0 for k not divisible by p then for any n we can find [
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such that p|lkl —n so f(n) = f(kl) = f(k)f(l) =0, so f is identically
zero, a solution. Assume f is not identically zero, so f(n) # 0 if n
is not divisible by p. Now if n is a quadratic residue modulo p then
there is a b such that pln — b® so f(n) = f(b*) = f(b)*> = 1. Next
pick up a quadratic non-residue r. Then for every n which is a non-
quadratic residue modulo p we can find b such that p|n — 7b? hence
f(n) = f(rv*) = f(r)f(b)*> = f(r). If f(r) =1 then f(n) =1 for all n
not divisible by p. If f(r) = —1 then f is 1 for quadratic residues and
-1 for quadratic non-residues.

Concluding, f(n) = 1;f(n) = 0; f(n) = 1 for n not divisible by
p and f(n) = 0 for n divisible by p; and Legendre’s symbol are all
solutions to our problem.

Problem 84. Find all f: Ny — Ny that satisfy
F(fA(m) + f2(n)) = m* +n

Solution. If f(ny) = f(ny) then setting n = ny,n = ny we conclude
that n; = ny so f is injective. If f(0) = a then f(2a¢*) = 0 and then
setting m = n = 2a® we get f(0) = 8a* so a = 8a* thus a = 0. Now
is m? +n? = 22 + y? then f(f?(m) + f2(n)) = m? +n? = 2% + % =
F(f*(x) + f2(y)). So the injectivity of f implies that f?(m) + f?(n)
if m?>4+n? =22+ 4% Set f(1) =b. If weset m = 0,n = 1 we get
f(b*) = 1. Then set m = 0,n = b* to get f(1) = b* so b* = b. Hence
f(1) =1or f(1) =0. As f(0) = 0 we conclude f(1) = 1. Next set
m=mn = 1toget f(2) = 2. Set m = 2;n = 0 to get f(4) = 4,
m = 2,n =1t get f(5) =5, m =n = 2 to compute f(8). Next
as 3> + 4% = 52 + 0% we get f(3) = 3. Set m = 1,n = 3 to get
f(10) = 10. As 6% + 8% = 10? + 0% we conclude f(6) = 6. Now we
have proven during the proof of a previous problem that the condition
f(m)?+ f(n)* = f(z)*+ f(y)? for m* +n? = 2% + y* helps us compute
f(n) inductively on n for n > 6. Therefore f is unique and as the
identity function is a solution, we conclude that f(z) = x.

Problem 3. (Bulgaria '2003) Find all functions f : R — R such
that

(1) f@@+y+fy)=2y+ f(z)

for any x,y

Solution. It follows by (1) that f is a surjective function. Moreover,
(f(x))* = (f(—xz))% Let a be such that f(a) = 0. Then f(—a) = 0.
Setting x = 0, y = fa in (1) gives 0 = f(+a) = (f(0))*+2q, i.e., a = 0.
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. _ (f(@))? o 2 —
Substitute y = ~—5 - againin (1). It follows that f(z*+y+ f(y)) =

0 and hence y+ f(y) = —2%. Thus, y+f(y) runs over all the non-positive
real numbers. Since f(0) = 0, (1) implies that

f@®) = ((f(2))* >0 and  f(y+ f(y)) =2y.
Setting z = 22, t = y+ f(y) and using (1), we conclude that f(z+1t) =
f(z) + f(t) for any 2 > 0 > t. Then for z = —t we obtain that
f(=t) = —f(t). The it is easy to see that f(z +t) = f(z) + f(t)
for arbitrary z and t. Since f(t) > 0 for t > 0, it follows that f is an
increasing function. Assuming now that f(y) >y, then f(f(y)) > f(v)
and we get the contradiction

2y =fly+ f(y) = fly) + f(f(y) >2f(y).

Similar arguments show that the inequality f(y) < y is impossible.
Therefore, f(x) = x and this function obviously satisfies (1).

Problem 4. (Bulgaria '2006) Let f : Rt — R* be such a function

that
fla+y) = flz —y) =4/ f(2)f(y)
for any z >y > 0.
a) Prove that f(2x) = 4f(z) for any = > 0.
b) Find all such functions f.

Solution. a) Since f(z +y) — f(z —y) > 0, then f is a (strictly)
increasing function. Hence f(x) has a limit [ > 0 as 2 — 0, z > 0
(prove). Letting 2,y — 0, & >y > 0 gives | — | = 42, i.e., | = 0. Fix
now x. Letting y — 0, y > 0, implies that f(z +vy) — f(z —y) — 0.
Since f is a monotonic function, we conclude that it is continuous at
x. Finally, tending y — z, y < x, we get that f(2x) = 4f(x).

b) Put x = ny > 0 and n > 2. Then

f(n+1y) = f((n—1)y) + 4/ f(ny) f(y).

Using that f(2y) = 4f(y), we conclude by induction that f(ny) =
n?f(y). Set f(1) = ¢ > 0. Then f(n) = nc. For p,q € N one has that

cp® = flap/q) = ¢’ f(p/q), i-e. f(p/q) = c(p/q)*. Since f is a continu-
ous function, it follows that f(x) = cz? for any x > 0. Conversely, the

functions of this form satisfy the given condition.

Problem 6. (Ukraine '2003) Find all functions f : R — R such that

faf(@)+f() =2 +y
for any z,y (compare with Problem 10).
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Solution. Setting z = 0 in the given equation gives f(f(y)) =.
Then

o’ +y = flaf(z) + [y) = [(f@) [(f(2) + f(y) = () +y,
ie. |f(x)| = |x| for any z. Suppose that f(z) = x and f(y) = —y for
some x and y. Then we get from the given equation that +(z? — y) =
2?2 + y which implies z = 0 or y = 0.

Thus the only solution of the problem are the functions f(x) = x
and f(z) = —uz.

Problem 1. (Bulgaria '2004) Find all non-constant polynomials P
and () with real coefficients such that

(1) P(z)Q(z + 1) = P(x + 2004)Q(x)
for any x € R.

Solution. Set R(x) = P(xz)P(x +1)...P(x + 2003). It follows by
(1) that if = is greater than the real zeros of P, then

Qr)  Qz+1)
2) Rx) ~ Rz +1)
Q) Qu+n)
R(z) R(z+n)

We conclude by induction that for any n € N. Note

that lim M is a number independent of x, or co. On the other
n—oo R(x +n)
e Q(z) _
hand, this limit equals Ro)’ Hence Q(z) = cR(x) for any x, where
x

¢ # 0is a constant. Conversely, if Q(z) = ¢P(x)P(z+1) ... P(z+2003),
then (1) is satisfied.

Remark. Using the equality (2), the solution can be also done by
comparing the coefficients of the respective polynomials.






	Link Content



